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1 Hamblin’s (1958) three postulates

1. An answer to a question is a statement.

2. Knowing what counts as an answer is equivalent to knowing the question.

3. The possible answers to a question are an exhaustive set of mutually exclusive possibilities.

1.1 Postulate 1: An answer to a question is a statement.

• An answer to a question is always a statement. When it seems it’s not (a ‘fragment answer’), it’s an
elliptical form.

(1) Who was in the room?
—John (was in the room).

• Yes and no are also statements:

“yes” and “no” customarily represent statements: we might say that they are statements
in code. (Hamblin 1958: p. 162)

For example:

(2) Is it raining?
a. —Yes [= it is raining]
b. —No [= it is not raining]

Alternatively, yes and no mean nothing themselves, but signal that some answer is following them.
What follows yes is a positive sentence, what follows no is a negative sentence. When nothing
follows them, it’s an elliptical form.

(3) Is it raining?
a. —Yes, (it is raining).
b. —No, (it is not raining).

• Food for thought: How would you analyse answers to negative questions?

(4) Is it not raining?
a. —Yes.
b. —No.

Some languages have a third particle (doch in German and Dutch, si in French).

1.2 Postulate 2: Knowing what counts as an answer is equivalent to knowing the ques-
tion.

• NB: To know the meaning of a question, you don’t need to know the correct answer. All you need
to know is what is a possible answer.
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• This postulate allows us to reduce the semantics of questions to the semantics of statements: The
meaning of a question = the set of possible answers to it.

• Given Postulate 1, each possible answer is a statement, which we assume denotes a proposition.

• We assume possible world semantics where propositions are functions from possible worlds to
truth-values (functions of type xs, ty).

(5) vIs it raining?w “ t rλw1
s. it is raining in w1s, rλw1

s. it is not raining in w1s u

• If we focus on total functions, propositions are isomorphic to sets they characterise.

(6) vIs it raining?w “ t tw1
s | it is raining in w1 u , tw1

s | it is not raining in w1 u u

1.3 Postulate 3: The possible answers to a question are an exhaustive set of mutually
exclusive possibilities.

1.3.1 Exhaustivity and presupposition

• For Hamblin (1958), a question is logically proper if its denotation covers the entire set of possible
worlds, W :

(7)
Ť

vIs it raining?w “ W

• But not all yes/no questions cover the entire set of possible worlds. Such questions have presup-
positions.

The necessity for the set of possible answers to be exhaustive is illustrated by the classical
“Have you stopped beating your wife?”, which is a logically improper question just be-
cause the indicated answers “yes” and “no” do not, on the usual reckoning, cover all the
logical possibilities. The question “In which continent is Luxembourg?” is like this too,
because it presupposes that Luxembourg is in a continent [...] (Hamblin 1958: p. 163)

(8) vHave you stopped beating your wife?w

“

"

rλw1
s. you have stopped beating your wife in w1s,

rλw1
s. you have not stopped beating your wife in w1s

*

Worlds where you never beat your wife or worlds where you don’t have a wife are not in the union
of (8).

• More pragmatic version:

When the indicated answers to a question are not exhaustive one can of course alter-
natively say that the question is a perfectly proper one relative to a certain supposition,
namely the supposition expressed by the disjunction of the indicated answers.

(Hamblin 1958: p. 164)

Stating this in Stalnakerian terms:

– We represent common ground as a proposition = set of possible worlds, representing the mutual
beliefs of the conversational participants. This set of possible worlds is called the context set.

– A question is proper with respect to context set c if the union of its possible answers covers c.
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1.3.2 Mutual exclusiveness and answerhood

• For Hamblin 1958, the possible answers of a question need to be mutually exclusive. This is to
capture the notion of complete answers:

Suppose on being asked “In which continent is Luxembourg?” I were to reply “Either
Europe, or Asia, or Africa”. It might easily be objected that I had not given a proper
answer in the sense that I had not given a complete answer. This objection might now
be put another way: The answer “Either Europe, or Asia, or Africa” cannot be a proper
answer, because it does not exclude and is not excluded by other proper answers, e.g.
the answer “Europe”. Complete answers are mutually exclusive, and this is simply one of
the things we mean by “completeness”. (Hamblin 1958: p. 164)

• Example:

(9) A: In which continent is Luxembourg?
B: Either Europe, or Asia, or Africa.

Under Hamblin’s analysis, (9A) denotes:

(10)

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

tw1
s | Lexembourg is in Europe in w1 u ,

tw1
s | Lexembourg is in Asia in w1 u ,

tw1
s | Lexembourg is in Africa in w1 u ,

tw1
s | Lexembourg is in North America in w1 u ,

tw1
s | Lexembourg is in South America in w1 u ,

tw1
s | Lexembourg is in Australia in w1 u ,

tw1
s | Lexembourg is in Antarctica in w1 u

,

/

/

/

/

/

/

/

/

.

/

/

/

/

/

/

/

/

-

(9B) denotes the union of the first three sets of possible worlds:

tw1
s | Lexembourg is in Europe, or Asia, or Africa in w1 u

This is a partial answer to the question (9A). It only settles the question partially.

• For Hamblin, wh-questions also denote sets of mutually exclusive answers.

(11) vWho left?w

“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

tw1
s | John and nobody else left in w1 u ,

tw1
s | Bill and nobody else left in w1 u ,

tw1
s | Mary and nobody else left in w1 u ,

...
tw1

s | John and Bill and nobody else left in w1 u ,
tw1

s | John and Mary and nobody else left in w1 u ,
tw1

s | Bill and Mary and nobody else left in w1 u ,
...
tw1

s | John, Bill and Mary and nobody else left in w1 u ,
...

,

/

/

/

/

/

/

/

/

/

/

/

/

/

/

.

/

/

/

/

/

/

/

/

/

/

/

/

/

/

-

So John left is not a complete answer to (11). But one often means ‘Only John left’ by John left,
which would be a complete answer, picking out the first set in (11).

• So in Hamblin Semantics, a question induces a partition of the space of (live) possibilities. Each
cell of the partition is a complete answer.

A question is equivalent to a decomposition (or section, or division) of the possible
universes. The set of possible universes is split up into a number of subsets, each subset
representing an answer to the question, i.e. consisting of exactly those universes consis-
tent with the answer.
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A yes-no question divides the possible universes in two. So, of course, does a state-
ment. But a statement also says which subset contains the actual universe: it polarises
the division. A yes-no question merely draws the dividing line, it does not polarise.

(Hamblin 1958: p. 166)

2 Hamblin 1973

2.1 A quick review of intensional semantics

• We translate Hamblin’s (1973) system (which builds on a pre-PTQ Montague Grammar) in a more
modern framework. Let’s first review intensional semantics.

• A model M “ xD,W,Vy. The model parameter M is henceforth omitted.

• Types and domains

(12) a. e and t are types.
b. If σ andτ are types, then xσ, τy is a type.
c. If τ is a type, then xs, τy is a type.
d. Nothing else is a type.

(13) a. De “ D
b. Dt “ t 0, 1 u

c. If σ ‰ s, then Dxσ,τy “ DDσ
τ (the set of functions from Dσ to Dτ )

d. Dxs,τy “ DW
τ (the set of functions from W to Dτ )

• Example denotations

(14) a. vJohnw
g

“ rλws. js

b. vwalksw
g

“ rλws.λixs,ey. ipwq walks in ws

c. vsaww
g

“ rλws. λixs,ey. λjxs,ey. jpwq saw ipwq in ws

• Compositional rules

(15) Functional Application
If vαw

g
P Dxs,xxs,σy,τyy and vβw

g
P Dxs,σy, then vα βw

g
“ vβ αw

g
“ rλws. vαw

g
pwqpvβw

g
qs.

(16) Predicate Abstraction
vλn XPw

g
“ rλws.λixs,ey. vXPw

grnÞÑipwqs
pwqs

(17) Trace rule
vtnw

g
“ λws. gpnq

• Remarks: Heim & Kratzer 1998 and von Fintel & Heim 2021 postulate two Functional Application
rules, Intensional and Extensional Functional Application. We dispense with the latter by achiev-
ing the same thing in the lexical denotations of extensional operators. Similarly, our formulation
of Predicate Abstraction is slightly different from theirs, but does the same thing. The two systems
are equivalent.

(18) Extensional Functional Application
If vαw

g
P Dxs,xσ,τyy and vβw

g
P Dxs,σy, then vα βw

g
“ vβ αw

g
“ rλws. vαw

g
pwqpvβw

g
pwqqs.

(19) a. vwalksw
g

“ rλws.λxe. x walks in ws

b. vsaww
g

“ rλws.λxe.λye. y saw x in ws

In addition, they ‘hide’ λw by putting w as an index on v¨w.

Exercise: Reformulate the two theories of question semantics discussed below in a system with
Extensional Functional Application.
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• Quantifiers covertly move (Quantifier Raising) and take scope.

(20)

nobody
λ1

Alex
saw t1

(21) vnobodyw
g

“ rλws. λfxs,xxs,ey,tyy. tx P De | x is a person in w and fpwqpλw1
s. xq “ 1 u “ Hs

(22) vλ1 Alex saw t1w
g

“ rλws.λixs,ey. Alex saw ipwq in ws

2.2 Hamblin Semantics

• Denotations are sets of intensions.

(23) a. vKatiew
g
H “ tλws. k u

b. vdisapparedw
g
H “ tλws.λixs,ey. ipwq disappeared in w u

c. vsaww
g
H “ tλws.λixs,ey.λjxs,ey. ipwq saw jpwq in w u

• Types and Domains

(24) a. e and t are types.
b. If σ andτ are types, then xσ, τy is a type.
c. If τ is a type, then xs, τy is a type.
d. If τ is a type, then τ̂ is a type.
e. Nothing else is a type.

(25) a. De “ D
b. Dt “ t 0, 1 u

c. If σ ‰ s, then Dxσ,τy “ DDσ
τ

d. Dxs,τy “ DW
τ

e. D
pτ “ ℘pDτ q

• Denotations combine via point-wise function application (which Hamblin calls “‘).

(26) Hamblin Functional Application
If vαw

g
H Ď D ¤�xs,xxs,σy,τyy

and vβw
g
H Ď D

zxs,σy
,

then vα βw
g
H “ vβ αw

g
H “ tλws. apwqpbq | a P vαw

g
H and b P vβw

g
H u.

(27) vKatie disappearedw
g
H

“

"

λws. apwqpbq

ˇ

ˇ

ˇ

ˇ

a P tλws.λixs,ey. ipwq disappeared in w u

and b P tλws. k u

*

“ tλws. k disappeared in w u

• Wh-phrases denote a set of alternatives. Let’s not worry about the sortal restriction for now.

(28) a. vwhatw
g
H “ tλws. x | x P De u

b. vWhat disappeared?w
g
H

“

"

λws. apwqpbq

ˇ

ˇ

ˇ

ˇ

a P tλws.λixs,ey. ipwq disappeared in w u

and b P tλws. x | x P De u

*

“ tλws. x disappeared in w | x P De u

“

$

’

’

&

’

’

%

λws. e1 disappeared in w,
λws. e2 disappeared in w,
λws. e3 disappeared in w,
. . .

,

/

/

.

/

/

-
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• Notice that the set in (28b) is not a partition, unlike in Hamblin 1958.

We shall need to regard ‘who walks’ as itself denoting a set, namely, the set whose mem-
bers are propositions denoted by ‘Mary walks’, ‘John walks’, ... and so on for all individu-
als. Pragmatically speaking a question sets up a choice-situation between a set of propo-
sitions, namely, those propositions that count as answers to it. (Hamblin 1973: p. 48)

• Polar questions can be accounted for by the operator in (29):

(29) v?w
g
H “ tλws. λpxs,ty. ppwq “ 1, λws. λpxs,ty. ppwq “ 0 u

(30) a. vKatie disappearedw
g
H “ tλws. k disappeared in w u

b. v? Katie disappearedw
g
H “

"

λws. k disappeared in w,
λws. k didn’t disappeared in w

*

CP

C

? did

TP

DP

Katie
T VP

V

disappear

• Singleton sets of propositions are statements; Non-singleton (non-empty) sets of propositions are
questions.

2.3 Hamblin Predicate Abstraction

• Hamblin Semantics (and Alternative Semantics for Focus) has a problem with abstraction (Shan
2004, Romero 2010, Charlow 2014).1

• We want to account for sentences involving movement.

(31) a. What did Katie see?
b. What impressed nobody?

CP

what
λ3

C

did

TP

Katie
see t3

nobody
λ5

what
impressed t5

Recall:

(32) vwhatw
g
H “ tλws. x | x P De u

In order to derive the correct meaning, we want the sister of what in (31a) to denote (33).

(33) tλws.λixs,ey. k saw ipwq in w u

Applying Hamblin Functional Application to (32) and (33), we’ll get:

1Hamblin 1973 original formulation also has an analogous problem with quantifying-in.
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(34) tλws. k saw x in w | x P De u

• How do we derive (33) compositionally?

– (35) Trace rule
vtnw

g
H “ tλws. gpnq u.

– The sister constituent to the index node is assignment dependent.

(36) a. vKatie saw t3w
g
H “ tλws. k saw gp3q in w u

b. vwhat impressed t5w
g
H “ tλws. x impressed gp5q | x P De u

– The following formulation is obviously wrong:

(37) Hamblin Predicate Abstraction (ver. 1)
vλn XPw

g
H “ λws.λis,e. t fpwq | f P vXPw

grn ÞÑipwqs

H u

(38) vλ3 Katie saw t3w
g
H

“ λws.λixs,ey. t fpwq | f P vKatie saw t3w
gr3ÞÑipwqs

H u

“ λws.λixs,ey.

#

t 1 u if k saw ipwq in w

t 0 u otherwise

– The following formulation doesn’t work either.

(39) Hamblin Predicate Abstraction (ver. 2)
vλn XPw

g
H “ tλws.λixs,ey. vXPw

grnÞÑipwqs

H u

(40) vλ3 Katie saw t3w
g
H

“ tλws.λixs,ey. vKatie saw t3w
gr3ÞÑipwqs

H u

“ tλws.λixs,ey. tλw1
s. k saw gp3q in w1 u u

This is wrong in many ways.

– Note that the following is simply ill-formed (why?):

(41) Hamblin Predicate Abstraction (ver. 3)
vλn XPw

g
H “ tλws.λixs,ey. f | f P vXPw

grnÞÑipwqs

H u

– Kratzer & Shimoyama (2002) propose something along the lines of (42):

(42) Hamblin Predicate Abstraction (ver. 4)
vλn XPw

g
H “ tλws.λixs,ey.fpwqpipwqq | @x P Derrλws. fpwqpxqs P vXPw

grnÞÑxs

H s u

(43) vλ3 Katie saw t3w
g
H

“ tλws.λixs,ey.fpwqpipwqq | @x P Derλws. fpwqpxq P vKatie saw t3w
gr3ÞÑxs

H s u

“ tλws.λixs,ey.fpwqpipwqq | @x P Derλws. fpwqpxq P tλws. k saw x in w us u

“ tλws.λixs,ey.fpwqpipwqq | @x P Derλws. fpwqpxq “ λws. k saw x in ws u

So far so good, but as Shan (2004) points out, a problem arises in certain cases.

(44) vλ5 what impressed t5w
g
H

“ tλws.λixs,ey. fpwqpipwqq | @x P Derλws. fpwqpxq P vwhat impressed t5w
gr5ÞÑxs

H s u

“ tλws.λixs,ey. fpwqpipwqq | @x P Derλws. fpwqpxq P tλws. y impressed x in w | y P De us u

This set includes the following g, among many other functions.

gpwqpλw1
s. aq “ 1 ô d impressed a in w

gpwqpλw1
s. bq “ 1 ô e impressed b in w

gpwqpλw1
s. cq “ 1 ô f impressed c in w

...

Assuming the following denotation for nobody:

(45) vnobodyw
g
H

“ tλws. λfxs,xxs,ey,tyy. tx P De | x is a person in w and fpwqpλw1
s. xq “ 1 u “ H u

7



the denotation of (31b) will be:

(46) vnobody λ5 what impressed t5w
g
H

“

$

&

%

λws.

"

x P De

ˇ

ˇ

ˇ

ˇ

x is a person in w
and fpwqpxq “ 1

*

“ H

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

@x P De

»

–

λws. fpwqpxq P
"

λws. y impressed
x in w

ˇ

ˇ

ˇ

ˇ

y P De

*

fi

fl

,

.

-

Then it is predicted that the following will be a possible answer.

(47) Q: What impressed nobody?
A: #David’s latest book didn’t impress Alex, Emily’s car didn’t impress Becky, France

didn’t impress Chris, etc.

• Assuming that Predicate Abstraction cannot be formulated in Hamblin Semantics (and Alternative
Semantics for focus), some have proposed to make use of this problem to explain certain linguistic
phenomena. E.g., Kotek 2018 proposes to explain so-called intervention effects in terms of illicit
Predicate Abstraction.

• But this is just a technical problem and it can in fact be solved. The trick is to ‘intensionalise more’,
including the assignment function.

(48) a. e and t are types.
b. If σ andτ are types, then xσ, τy is a type.
c. If τ is a type, then xs, τy and xg, τy are types.
d. If τ is a type, then τ is a type.
e. Nothing else is a type.

(49) a. De “ D
b. Dt “ t 0, 1 u

c. If σ R t s, g u, then Dxσ,τy “ DDσ
τ

d. Dxs,τy “ DW
τ

e. D
pτ “ ℘pDτ q

f. Dxg,τy “ DN
τ

(50) a. vKatiewH “ tλgg.λws. k u

b. vdisapparedwH “ tλgg.λws.λixg,xs,eyy. ipgqpwq disappeared in w u

c. vsawwH “ tλgg.λws.λixg,xs,eyy.λjxg,xs,eyy. ipgqpwq saw jpgqpwq in w u

d. vnobodywH

“

"

λgg.λws. λfxg,xs,xxg,xs,eyy,tyyy.

"

x P De

ˇ

ˇ

ˇ

ˇ

x is a person in w and
fpgqpwqpλhg.λw

1
s. xq “ 1

*

“ H

*

e. vwhatwH “ tλgg.λws. x | x P De u

(51) Hamblin Functional Application
If vαwH Ď D ¤�xg,xs,xxs,σy,τyyy

and vβwH Ď D
{xg,xs,σyy

,

then vα βwH “ vβ αwH “ tλgg.λws. apgqpwqpbq | a P vαwH and b P vβwH u.

(52) Hamblin Predicate Abstraction
vλn XPwH “ tλgg.λws.λixg,xs,eyy.fpgrn ÞÑ ipgqpwqsqpwq | f P vXPwH u

(53) Trace rule
vtnwH “ tλgg.λws. gpnq u.

(54) vλ5 what impressed t5wH
“ tλgg.λws.λixg,xs,eyy. fpgr5 ÞÑ ipgqpwqsqpwq | f P vwhat impressed t5wH u

“ tλgg.λws.λixg,xs,eyy. fpgr5 ÞÑ ipgqpwqsqpwq | f P tλgg.λws. x impressed gp5q in w | x P De u u

“ tλgg.λws.λixg,xs,eyy. x impressed ipgqpwq in w | De u

(55) vnobody λ5 what impressed t5wH

“

"

λgg.λws.

"

y P De

ˇ

ˇ

ˇ

ˇ

y is a person in w and
x impressed y in w

*

“ H

ˇ

ˇ

ˇ

ˇ

x P De

*
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• If we were to pursue approaches like Kotek’s, we would have to assume that the above rule of
Predicate Abstraction is somehow unavailable.

2.4 Sortal restrictions

How do we encode sortal restrictions?

(56) vwhatw
g
H “ tλws. x | x P De u

The following don’t work (why?):

(57) a. vwhow
g
H “ tλws. x is a person in w and x | x P De u

b. vwhow
g
H “ tλws. x | x P De and x is a person in w u

One analytical possibility is to encode it as a presupposition:

(58) vwhow
g
H “ tλws : x is a person in w. x | x P De u

We’ll come back to presuppositions in questions later.

3 Karttunen 1977

Karttunen 1977 proposes a more conservative extension of Montague Grammar (he uses PTQ). We’ll
translate it in a more modern system.

3.1 Declarative sentences

• We don’t need to abstract over g anymore, so we’ll treat it as an index. But remember that formally
it’s the same thing.

• Non-interrogative part of the semantics is as usual.

(59) a. vKatiew
g
K “ λws. k

b. vswimsw
g
K “ λws.λixs,ey. ipwq swims in w

• We can use the usual Functional Application rule.

(60) Functional Application
If vαw

g
K P Dxs,xxs,σy,τyy and vβw

g
K P Dxs,σy, then vα βw

g
K “ vβ αw

g
K “ rλws. vαw

g
Kpwqpvβw

g
Kqs.

3.2 Polar Questions

A yes/no question is formed out of a declarative sentence by the polar question operator.

(61)
0

?yn
8g

K
“ λws.λpxs,ty.λqxs,ty. p “ q or q “ λw1

s. ppw1q “ 0
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CP

C

?yn does

TP

DP

Katie
T VP

swim

(62) vKatie swimsw
g
K “ λws. k swims in w

(63)
0

?yn Katie swims
8g

K
“ λws.λqxs,ty. rq “ λws. k swims in ws or rq “ λws. k doesn’t swim in ws

For any w,
0

?yn Katie swims
8g

K
pwq characterises:

"

λw1
s. k swims in w1,

λw1
s. k doesn’t swim in w1

*

3.3 Wh-Questions

A wh-question is formed by another question operator:

(64) v?whw
g
K “ λws.λpxs,ty.λqxs,ty. p “ q

(65) What did Katie see?

λ2xs,ty CP

DP

what
λ9e

C

?wh 2
did

TP

DP

Katie
T VP

see t9

It’s crucial that there’s abstraction over propositions taking scope over what. To enable this, we will
postulate another Predicate Abstraction rule.

(66) Extensional Predicate Abstraction (type e)
vλne XPw

g
K “ λws.λixs,ey. vXPw

grnÞÑipwqs

K pwq

(67) Trace rule
vtnw

g
K “ λws. gpnq

(68) Intensional Predicate Abstraction (type xs, ty)
0

λnxs,ty XP
8g

K
“ λws.λpxs,ty. vXPw

grn ÞÑps
pwq

(69) Variable rule
vnw

g
K “ gpnq
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(70) a. v?wh 2w
g
K “ λws. λqxs,ty. gp2q “ q

b. vKatie saw t9w
g
K “ λws. k saw gp9q in w

c. v[?wh 2] Katie saw t9w
g
K “ λws. gp2q “ rλw1

s. k saw gp9q in w1s

Wh-phrases are existential quantifiers.

(71) vwhatw
g
K “ rλws.λPxs,xxs,ey,tyy. DxerP pwqpλw1

s. xq “ 1ss

(72) a. vλ9e [?wh 2] Katie saw t9w
g
K “ λws.λixs,ey. gp2q “ rλw1

s. k saw gpipwqq in w1s

b. vwhat λ9e [?wh 2] Katie saw t9w
g
K “ λws. Dx P Dergp2q “ rλw1

s. k saw x in w1ss

c.
0

λ2xs,ty what λ9e [?wh 2] Katie saw t9
8g

K
“ λws.λpxs,ty. Dx P Derp “ rλw1

s. k saw x in w1ss

For any w,
0

λ2xs,ty what λ9e [?wh 2] Katie saw t9
8g

K
pwq characterises

tλw1
s. k saw x in w1 | x P De u

• We can encode sortal restrictions straightforwardly.

(73) vwhow
g
K “ rλws.λPxs,xxs,ey,tyy. Dxerx is a person in w and P pwqpλw1

s. xq “ 1ss

For any w,
0

λ2xs,ty who λ9e [?wh 2] Katie saw t9
8g

K
pwq characterises

tλw1
s. k saw x in w | x P De and x is a person in w u

• In order to prevent indefinites like somebody to function like a wh-phrase, we need to assume
that indefinites cannot take scope between ?wh and the propositional abstractor in the CP area for
syntactic reasons.
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