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Abstract: This article gives a brief overview of the current literature on how a class of inferences called *implicatures* are processed, mostly focusing on so-called *scalar implicatures* triggered by *some* and *or*. This topic is of relevance not only for psycholinguists interested in sentence processing and its relations with other cognitive functions such as reasoning and memory, but also for theoretical linguists, as experimental results in this area have relatively direct implications for semantic and pragmatic theories. It is notable that a number of different experimental methods and paradigms have been deployed to investigate processing of implicatures, and the literature is currently rapidly growing, making this topic one of the most actively studied areas in experimental linguistics today.
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1. Introduction

*Implicature* is a type of inference that cannot be attributed to the conventional meaning (or semantics) of linguistic expressions, but instead is considered to arise due to reasoning about how language users (should) communicate.\(^1\) Herbert Paul Grice, who pioneered the study of implicatures in the 1960s, offers the following example that clearly illustrates what an implicature is:

> A is writing a testimonial about a pupil who is a candidate for a philosophy job, and his letter reads as follows: “Dear Sir, Mr. X’s command of English is excellent, and his attendance at tutorials has been regular. Yours, etc”. (Grice, 1975, p. 33)

One can infer from this letter that according to A, X is not excellent as a philosopher. Evidently, this inference cannot be attributed to the semantics of the words and phrases used in this letter. Rather, it is reasonable to think that it arises because the letter does *not* mention anything about X’s expertise as a philosopher, which it should have mentioned if A thought Mr X was a good candidate for the job. We will come back to the details of this reasoning below in light of Grice’s influential ideas.

Given examples like this, that implicatures exist is undeniable and uncontroversial, and the literature is mostly concerned with the following questions:

- What is the mechanism that is used to generate implicatures?
- Are all implicatures generated by the same mechanism?
- How and when are implicatures processed during comprehension?

This article will focus primarily on the third question and review the results of experimental research on it, but the other two questions cannot be ignored. For this reason, we will first briefly review major views and issues from the theoretical literature on implicatures in

---

\(^1\) This type of implicatures is more specifically called *conversational implicatures*. Conversational implicatures contrast with *conventional implicatures*, which are considered to be part of the semantic properties of expressions. Since we do not deal with conventional implicatures in this article, we will call conversational implicatures, simply implicatures. See Grice (1989), Potts (2005), and Gutzmann (2015), among others, for more theoretical discussion about conventional implicatures and related ideas.
Section 2, and then in Section 3, we will discuss the experimental literature on processing of implicatures, especially focusing on so-called scalar implicatures arising from *some* and *or*. Section 4 contains concluding remarks and further references.

2. Theories of Implicatures

2.1 Gricean Pragmatics

As mentioned above, it is Grice who initiated the study of implicatures (Grice, 1989; see Davis, 2019 for an overview). His ground-breaking idea is that one can draw certain inferences from utterances based on the assumption that one’s interlocutors are rational and cooperative, and that being a rational cooperative interlocutor can be understood as knowing and obeying the normative rules of conversation, or the *Conversational Maxims*. Grice postulated the following four Conversational Maxims.²

- Maxim of Quantity: Don’t say too much or too little.
- Maxim of Quality: Only say what you have enough evidence for.
- Maxim of Manner: Be clear.
- Maxim of Relation: Be relevant.

According to Davis (2019), Grice’s motivation behind these maxims comes from general considerations about cooperation among rational agents that go beyond linguistic behavior. The idea is that these maxims are natural rules for rational agents that try to achieve some common goal, e.g. sharing some information among them.

With these Conversational Maxims, we can understand the above example of an implicature arising from a recommendation letter as follows. Assuming that the author is a rational cooperative communicator, we know that if they thought the candidate was a good philosopher, they would have said so in their recommendation letter, given the Maxims of Quantity and Relation. If, on the other hand, they didn’t think the candidate was suitable for the job, they might not have said so directly, given the conventions about recommendation letter writing that are shared by the parties involved. Now, upon observing that the letter contains no mention of X’s expertise as a philosopher, the reader of the letter reasons that writing so would have violated some maxim or maxims. As mentioned above, it would have satisfied the Maxims of Quantity and Relation, and also, the Maxim of Manner could have been respected easily, so these cannot be the reason. Then it must be because it would have violated the Maxim of Quality, viz. the author doesn’t have enough evidence for asserting that X is a good philosopher. One can reason further that as a recommender for X, the author should have enough evidence to judge whether X is a good or bad philosopher, so the reader can conclude that the author thinks that X is *not* a good philosopher, which is the inference we wanted to derive.

2.2 Scalar Implicatures

Later authors, most notably, Relevance Theorists like Sperber & Wilson (1986) and so-called neo-Griceans like Gazdar (1979), Horn (1989; 2004), and Levinson (2000) have proposed to extend the empirical landscape of implicatures, by giving broadly Gricean analyses to further types of pragmatic inferences, and also to refine and improve on Grice’s original set of maxims. The details of their theoretical proposals do not concern us

² The content of the maxims is often stated differently, usually with more details, but since these details are not very important for our purposes here, I will stick to simple formulations.
very much here, but it is of importance for us that they attempt to account for so-called **generalised implicatures** (as opposed to **particulised** or **ad hoc implicatures**). Generalised implicatures are those implicatures that seem to not rely much on contextual factors. The above example with a recommendation letter is not a case of a generalised implicature, as the context plays a crucial role in the derivation of the inference, as we have seen. In other words, when put in other contexts, the same expressions may not suggest that X is not a good philosopher.

Prime examples of generalised implicatures are so-called **scalar implicatures**, which are implicatures that arise from items that are ‘on a scale’ in some sense, and are generally about higher ranked items on the same scale being false. The quantifier *some* is a good example of this, with the scale being <some, all> (or perhaps <some, most, all>). Concretely, one normally understands *Some of them are Americans* as meaning *some but not all* of them are Americans, but the “not all” part of the meaning is considered to be not coming from the lexical semantics of *some* itself. There are several reasons to think so. One is that this inference is actually cancellable, at least in certain contexts. For example, *Some of them are Americans, in fact all of them are*, is deemed consistent. Also, the very fact that one can say *some but not all* without a feeling of redundancy also suggests that the semantics of *some* itself does not mean “not all”. Similarly, the consistency of expressions like *some and possibly all* points to the same conclusion. In addition, when *some* is put in linguistic contexts called Downward Entailing (DE) contexts, the “not all” inference may disappear altogether. For example, a conditional antecedent is a DE context, and a sentence like *If you read some of these papers, you will pass for sure* does not mean the same thing as *If you read some but not all of these papers, you will pass for sure*. Rather, this example does not seem to be associated with a “not all” inference at all. Furthermore, in a number of experiments that assessed speakers’ judgments of statements like *Some of them are Americans*, it is found over and over again that the interpretation without the “not all” scalar implicature is often, if not always, accessed (e.g., Bott & Noveck, 2004; Van Tiel, Van Miltenburg, Zevakhina & Geurts, 2016). We will discuss related experimental findings later in this article.

Under the Gricean approach, the “not all” inference of *some* can be understood as an implicature in the following manner. We assume that the core semantics of *some* is merely lower-bounded, and is similar to “some and possibly all” or “at least some”. Upon hearing *Some of them are Americans*, the hearer wonders why the speaker didn’t say *All of them are Americans* instead. This hypothetical utterance would have conveyed more information, because it asymmetrically entails what is actually uttered and hence is more informative. Therefore, by not uttering it, the rational and cooperative speaker is at the risk of violating the Maxim of Quantity. Given that this alternative statement is also relevant, the hearer reasons further that it must be because the speaker couldn’t say it without violating the Maxim of Quality, which means that the speaker does not have enough evidence for this statement. Assuming that the speaker is knowledgeable about the nationalities of the relevant people, the hearer may furthermore conclude that according to the speaker, this statement is false, which amounts to the “not all” inference.

A nice feature of this analysis is that it accounts for why *some* does not mean “not all”, when put in a DE context like a conditional antecedent. The reasoning goes as follows. When one hears an utterance of *If you read some of these papers, you will pass for sure*, one should wonder about an alternative utterance of *If you read all of these papers, you will pass for sure*, but this sentence is already entailed to be true by what was uttered, and a likely reason why the cooperative speaker didn’t use it instead is because, although relevant and as succinct, it would actually have conveyed less information and thereby violated the Maxim of Quantity. As a result, one does not draw a “not all” implicature in this case.
Another example of an expression that is often associated with a scalar implicature that is worth mentioning here is or, which is considered to form a scale with and. For example, a sentence like Alice speaks Burmese or Cantonese has a number of inferences. For one, it implies that Alice does not speak both of these languages. It also implies that the speaker does not know whether or not Alice speaks Burmese or whether or not she speaks Cantonese. These inferences are also considered to be generalised implicatures, rather than arising from the lexical semantics of or, in light of evidence parallel to the case of some mentioned above. For instance, let us put or in a DE context, e.g. in the scope of negation, as in Alice does not speak Burmese or Cantonese. The meaning of this sentence is not the negation of the positive sentence above augmented with all these extra inferences. Rather, it entails that Alice speaks neither of the languages. This is taken to suggest that the lexical semantics of or is inclusive, rather than exclusive, disjunction, which is compatible with both disjuncts being simultaneously true, and therefore the additional inferences we saw above are all implicatures.

Under the Gricean account, we can derive these implicatures as follows. When one hears Alice speaks Burmese or Cantonese, one reasons about an alternative utterance of Alice speaks Burmese and Cantonese. This hypothetical utterance would have been more informative than what was actually uttered, because the former asymmetrically entails the latter on the assumption that the lexical meaning of or is inclusive disjunction. Assuming that the speaker is rational and cooperative, the hearer can then conclude that the speaker didn’t say so, because she would have violated the Maxim of Quality with this alternative utterance, meaning that they don’t have enough evidence for the truth of Alice speaks Burmese and Cantonese. Parallel reasoning about shorter but more informative alternative utterances, Alice speaks Burmese and Alice speaks Cantonese, also results in the inference that the speaker does not have enough evidence for the truths of these either. Taken together, the speaker must have meant that Alice speaks one of these two languages but she has no evidence for the truths of more specific statements.

There is a number of other cases that are considered to be part of the same phenomenon. For instance, a bare numeral in an argument position is often assumed to have an interpretation that is not upper-bounded and its upper-bounded interpretation is a scalar implicature (see Spector, 2013 for an overview). Concretely, Daniel has two laptops is often taken to imply that he does not have three laptops and this is considered to be a scalar implicature. In addition, theories of scalar implicature often account for the exhaustive interpretation of an answer to a wh-question by the same mechanism. That is, it is clear that Ed came does not semantically entail that Fred didn’t come, but when uttered as an answer to the question Who came to the party?, it is often used to imply so. The empirical landscape of (scalar) implicatures has been considerably enriched since Grice’s work, and the literature is especially rapidly growing in recent years, drawing novel data not only from familiar languages like English but also from languages that have traditionally been less often mentioned in relation to pragmatic inferences.

3 In languages like Japanese, disjunction exhibits properties of Positive Polarity Items and resist narrow scope readings relative to a negation and other negative items in the same clause. For such a language, a different, perhaps syntactically more complex, DE context, for example a conditional antecedent, needs to be used to make the same point.

4 Note that the inferences we drew here does not imply that the speaker thinks that Alice doesn’t speak both of the languages. To derive this stronger inference, we have to resort to an extra assumption, similar to the case of some, that the speaker either believes that Alice speaks both of the languages or that she speaks neither of them. It remains to be explained, however, why the hearer doesn’t go through analogous reasoning about one of the shorter sentences, e.g. Alice speaks Burmese, and conclude that Alice doesn’t speak Burmese. See Sauerland (2004), Spector (2006), and Fox (2007) for specific proposals about this.
2.3 Theoretical Debates about Scalar Implicatures

We have just gone through the derivations of scalar implicatures arising from *some* and *or* under the Gricean theory of implicatures, but it is debated in the literature how exactly this is done. As mentioned above, some neo-Griceans, especially Levinson (2000), claim that generalised implicatures, including scalar implicatures, are computed by default and do not trigger context dependent reasoning like we saw. They are, however, still implicatures, and are cancellable, if one notices that they conflict with contextual knowledge, for example.

More recently, an approach to scalar implicatures that stands on an entirely different conception of what they are has been advocated by Chierchia (2004), Fox (2007) and Chierchia, Fox & Spector (2011), among others. According to this approach, scalar implicatures are not really implicatures in the sense that they actually arise as part of the compositional semantics of the sentence, rather than via pragmatic reasoning. This idea could be formalised in terms of a phonologically empty operator (which is often written as $Exh$ or $O$) that introduces relevant inferences (Fox, 2007; Chierchia, Fox & Spector, 2011), or in terms of a special compositional rule in the semantics (Chierchia 2004).

One of the primary motivations for this grammatical approach to scalar implicatures comes from so-called embedded scalar implicatures. The observation is that scalar implicatures seem to be able to take scope under certain expressions, at least in some cases. For instance, in a sentence like *If some of us lie, we are screwed, but if all of us lie, we will be fine*, some needs to be understood as meaning *some but not all* within the conditional antecedent, in order for the entire sentence to be coherent.

However, whether or not such observations really require the grammatical view is particularly theoretically contentious in the literature. Since our main interest here is processing of implicatures, we will not delve into this debate (see, e.g., Sauerland, 2004; Russell, 2006; see also Geurts, 2010 for defense of the pragmatic view). Yet, it should be mentioned here that this is one of the areas where theoretical and experimental research has been advancing hand in hand. Major experimental studies include the following journal articles: Geurts & Pouscoulous (2009), Clifton & Dube (2010), Chemla & Spector (2011), Van Tiel & Geurts (2013), Cummins (2014), Van Tiel (2014), Potts, Lassiter, Levy & Frank (2016), Franke, Schlotterbeck & Augurzky (2017), Van Tiel, Noveck & Kissine (2018). At this point, there is still an ongoing controversy regarding the interpretations of these experimental results, but it is certainly the case that more and more data is being collected with a wide range of quite sophisticated experimental methods, which will certainly help us eventually settle the theoretical debate.

2.4 Towards Predictions about Processing

Different theories of scalar implicature make different predictions about the time course of their generation, although the predictions are based upon specific assumptions about processing.

For instance, according to the Gricean view (and other related ones like Relevance Theory), the computation of a scalar implicature involves reasoning on the hearer’s part about the speaker’s epistemic state in a particular context of utterance, as well as various contextual factors (on a par with non-generalised cases of implicatures like the recommendation letter example mentioned at the outset) and therefore is expected to involve more processing and hence should take additional processing time, relative to when the relevant scalar item receives an interpretation without the scalar implicature.

By contrast, according to a theory like Levinson’s (2000) where scalar (and other generalised) implicatures are computed by default and cancelled only when they clash...
with contextual knowledge, it is expected that interpretation with a scalar implicature should be processed faster than interpretation without a scalar implicature, as the latter involves an additional process of cancelling the scalar implicature.

The grammatical view of implicatures does not bear directly on processing on its own, but certain auxiliary assumptions may lead to testable predictions. Under this view, each sentence containing a scalar item like some has multiple semantic interpretations, usually one with a scalar implicature and one without. One can assume that when a sentence with a scalar item like some is processed, the parser faces an issue of ambiguity resolution. There are several possible assumptions we can make here. If one adopts the operator-based view of scalar implicatures where scalar implicatures are generated by a phonologically silent operator, it might sound reasonable to assume that the parser prefers the interpretation that is generated by the structurally simpler option, namely the one without the operator. Or, one could assume that the parser first tries the stronger interpretation. Then the interpretation with the scalar implicature should be processed faster, unless the scalar item is in a DE context. One could alternatively assume that these two factors are both operative at the same time, in which case the predictions will be more nuanced. See Chemla & Singh (2014a; 2014b) for more detailed discussion on this point.

In sum, there are a number of different theories of how scalar implicatures are generated, and behavioral data of online processing will be useful in reducing the space of such possible theories. In the next section we will review major experimental results, especially focusing on the scalar implicatures associated with some and or, which are the most widely studied scalar expressions in the current experimental literature (see Section 4 for references for experimental research on other items).

3. Processing Studies on Implicature

Partly thanks to relatively direct implications that processing data can have on theories of scalar implicatures, processing of scalar implicatures has been particularly vigorously investigated using many experimental methods. Among scalar items, some (and its analogues in other languages) is by far the most frequently studied one. Some of the experiments we will review below also have tested disjunction or. In addition to these two representative scalar items, many experiments also tested numerals, often along with some, but there is a separate theoretical question as to whether numerals actually trigger scalar implicatures at all (see Spector, 2013 for an overview), and experimental results show more or less consistently that numerals are processed at least partially differently from other scalar items like some (see the references in the survey articles mentioned at the end of this article).

These different methods have so far yielded converging results, suggesting that the interpretation without a scalar implicature is accessed first, and the interpretation with scalar implicatures requires some extra processing time. However, as we will discuss in detail below, the results of visual world eye-tracking experiments are interestingly equivocal, although more recent studies have shed some light on what factors might be behind the conflicting results reported in earlier eye-tracking studies.

---

5 The grammatical theory of scalar implicature allows for multiple interpretations with a scalar implicature for complex sentences, corresponding to different ‘scopes’ of the scalar implicature. This is often taken to be an empirical advantage of the theory, although not completely uncontroversially, as mentioned at the end of the previous section. See Chierchia, Fox & Spector (2011), Fox & Spector (2018) for extensive discussion of such cases.
In the rest of this section, we will first review experimental evidence for delayed processing of scalar implicatures, and then summarise representative visual world eye-tracking experiments, and open issues that remain.

3.1 Evidence for Delayed Processing of Scalar Implicatures

One of the most influential studies on processing of implicatures is Bott & Noveck (2004). Bott & Noveck investigated how scalar items are processed by looking at Reaction Times (RTs) of speakers evaluating statements like Some elephants are mammals. The idea is that since these statements are false with the “not all” scalar implicature, while they are true without it, we can see which of these interpretations is computed faster by measuring how fast speakers make their response.

Their Experiment 1 is divided into two blocks. In one of them the participants were instructed to treat some as meaning “some but not all”, and in the other block, they were instructed to treat it as meaning “some and possibly all”. With the first type of instructions, therefore, the participants should reject Some elephants are mammals, while in the second type of instructions, they should accept it. The results show that it takes on average about 500 ms longer to reject these statements. Furthermore, they observed a similar difference in RTs in their Experiment 3, in which participants were not given explicit instructions about how to understand some. In this experiment, statements like Some elephants are mammals were judged as true 40.7% of the time, and accepting it was on average about 600 ms faster than rejecting it.

These results have been replicated many times in later studies (e.g. Noveck & Posada, 2003; Bott, Bailey & Grodner, 2012; Chemla & Bott, 2014; Chemla & Marty, 2014). Furthermore, a picture verification task, instead of a sentence verification task, has also been employed to test the same thing, and yielded converging results (Van Tiel & Schaeken, 2017; but Degen & Tanenhaus, 2015 report more nuanced results).

These RT data can be taken to be suggesting that scalar implicature computation indeed does take time. However, several alternative possible explanations have also been suggested for the observed difference in RTs. For example, one might wonder if this difference is due merely to the difference between accepting vs. rejecting statements. Bott & Noveck (2004) themselves raise this question and point out that in their results, rejecting the target statements required longer RTs on average than rejecting the control statements that were straightforwardly false, while accepting the target sentences was as fast as accepting the true control statements. This suggests that there is an additional processing time associated with rejecting the target statements, as opposed to rejecting control statements, which could be seen as due to the scalar implicature computation.

Another conceivable explanation is that the interpretation with the scalar implicature involves a positive (“at least some”) and a negative (“not all”) component in the meaning, while the interpretation without it is simply positive, and this interpretative difference, rather than online generation of scalar implicatures itself, is what is behind the observed difference in RTs (Grodner, Klein, Carbary & Tanenhaus, 2010; Bott, Bailey & Grodner, 2012; Chemla & Marty, 2014). If this were the case, then, Bott & Noveck’s results would not tell us much about processing of implicatures per se. In order to test this alternative explanation, Experiment 2 of Bott, Bailey & Grodner’s (2012) compared Some elephants are mammals with Only some elephants are mammals, which has a similar

---

6 All the experiments reported in Bott & Noveck (2004) were conducted in French, and the relevant scalar item was certains ‘some’, but later studies replicated their main findings in English, so we will stick to English examples below to facilitate the exposition. However, it is certainly an empirical question whether there is any crosslinguistic variation here, which I believe is still largely an uncharted domain of inquiry at this point.
interpretation as the former statement with its “not all” scalar implicature. Their results indicate that the statement with only is rejected faster than the statement without only, while the latter was processed as fast when it was accepted, suggesting that the delay observed with the rejection of Some elephants are mammals is not entirely due to the interpretation that is simultaneously positive and negative.

In addition to RTs, other experimental measures have also been used to discern processing properties of scalar implicatures. Breheny, Katsos & Williams (2006), for example, conducted a series of self-paced reading experiments. Their Experiment 1 is of particular interest for us here, where they recorded the reading time of disjunctive phrases like the class notes or the summary preceded by two different types of discourse, one supporting the exclusive disjunction reading and one supporting the inclusive disjunction reading. Recall that the “not both” part of the exclusive disjunction reading is considered to be a scalar implicature. The results of this experiment indicate that disjunctive phrases are read more slowly when the context puts bias towards the exclusive reading, which suggests, again, that a reading with a scalar implicature requires more processing time than a reading without. Similar results are reported by Bergen & Grodner (2012) for some.

Tomlinson, Bailey & Bott (2013) conducted ‘mouse-tracking’ experiments, whose results point to the same conclusion. Specifically, in each trial of their experiments, the participant read a sentence displayed in the center of the computer screen word by word, and reported whether they judge it to be true or false by navigating the cursor with a mouse, which started in the center bottom position of the screen, towards either a box that says True or a box that says False, which were located at the top-left and top-right corner of the screen. They tested sentences similar to Bott & Noveck’s (2004) and found that True answers, which required no scalar implicature, tended to have more or less straight trajectories, while False answers, which requires a “not all” scalar implicature, exhibited curved trajectories where the cursor initially moved towards True and then veered towards No. This indicates that the interpretation with the “not all” scalar implicature is accessed later than the interpretation without it, which is consistent with the findings from the aforementioned experimental studies.

In addition, a number of studies have made use of experimental paradigms that manipulate cognitive resources available to the participants. The logic behind this is that if scalar implicatures require extra computations in online processing, then limiting cognitive resources should make the necessary computations harder to execute, and hence scalar implicatures should be observed less often. Different ways of limiting cognitive resources have been employed but the experiments have generally yielded converging results, indicating that scalar implicature computation uses extra cognitive resources.

For instance, Experiment 4 of Bott & Noveck (2004) is one of the first studies to implement this idea. They manipulated the time that participants are allowed to spend before providing their answer in each trial between 900 ms (Short) and 3000 ms (Long). They used the same stimuli as their Experiment 1 described above, and observed that sentences like Some elephants are mammals were judged as true 72% of the time in the Short condition, while only 56% of the time in the Long condition, meaning that more scalar implicatures were observed when more time was available. On the other hand, the control conditions that do not involve scalar implicatures exhibited much smaller discrepancies between the Short and Long conditions and also the direction of the difference was generally the opposite. These results suggest that scalar implicature computation requires extra time, which is in harmony with the other results we have reviewed so far.

Another experimental task that builds on the same idea of manipulating cognitive resources is the so-called dual task, where the participant is first given an irrelevant task and while they are still engaging with it, they also do the target linguistic task. De Neys & Schaeeken (2007) is one of the first studies to apply this technique to scalar implicatures,
where the participants were asked at the beginning of each trial to remember the placement of three horizontally arranged dots (Low Load) or four randomly arranged dots (High Load) in a 3 x 3 grid, then to judge the truth or falsity of sentences similar to those used in Bott & Noveck (2004), and finally to reproduce the grid with dots they were asked to memorise at the beginning of the trial. In the High Load condition, the target sentences like *some oaks are trees* were judged as true 26.8% of the time, as opposed to 21.1% in the Low Load condition. This means that the less working memory is available, the fewer scalar implicatures are computed, suggesting, again, that scalar implicature computation is cognitively effortful. Similar results are reported by Dieussaert, Verkerk, Gillard & Shaeken (2011) and Marty & Chemla (2013), which address some potential concerns of De Neys & Schaeken's (2007) experimental design. Marty, Chemla & Spector (2013) employed a slightly different version of the task, where in each trial, the participants were asked to memorise a sequence of letters, rather than a placement of dots, and to reproduce it in the reverse order after the linguistic task. Also, they employed a picture verification task, rather than a sentence verification task as their linguistic task. Despite these differences in the task, their results exhibited decreasing rates of scalar implicatures as the memory load increased, pointing to the same conclusions as the other studies mentioned so far.

3.2 Visual World Eye-Tracking Paradigm

All the experimental evidence we have reviewed so far suggests that scalar implicature computation takes time and requires more cognitive resources like working memory. Interestingly, however, experiments with the so-called visual world eye-tracking paradigm have yielded conflicting results. In a visual world eye-tracking experiment, the participant's gaze is tracked, while they are looking at some visual scene displayed on a computer screen and listening to an auditory linguistic stimulus. It has been found in some studies using this method that the “not all” scalar implicature of some requires extra processing time relative to a baseline without a scalar implicature, while other similar studies report that it was processed as rapidly as a sentence without a scalar implicature. Below, we will first review the key findings of these studies, and then discuss more recent studies that aim at explaining factors behind the divergent results.

Huang & Snedeker (2009) is one of the first eye-tracking studies that employed the visual world paradigm to investigate processing of scalar implicatures, and their results are in line with the idea that scalar implicature computation is costly. Specifically, they recorded participants' eye-movements as they listened to a sentence like *Point to the girl that has some of the socks* against a visual scene with four characters: a boy with two socks, a girl with two socks, a boy with nothing, and a girl with three soccer balls. The idea is that if some is understood as meaning "some but not all", they do not need to wait until the noun to know which girl this sentence is about, namely, the girl with two socks. In their Experiments 1 and 2, they compared sentences like this to sentences containing all instead, e.g. *Point to the girl that has all of the soccer balls*, for which it is clear that the quantifier is enough to disambiguate the referent. They also tested sentences with bare numerals like *Point to the girl that has two of the soccer balls*, which turned out to be crucial, as we will discuss later. The results of the experiments indicate that in the all condition, participants started to shift their gaze towards the intended referent within 400 ms from the onset of the quantifier all, meaning they make use of the meaning of the determiner to predict the noun to come, while a similar shift was observed much later in the case of some. If some had been read as meaning "some but not all" from the beginning, it should have resulted in an early shift as in the case of all, and therefore, these results are taken to be evidence that the "not all" implicature requires extra time.
Huang & Snedeker (2011) used pairs of nouns with longer ambiguous periods and replicated these results.

Other studies, however, pointed out several potential confounds of Huang & Snedeker’s experimental design. In particular, Grodner, Klein, Carbary & Tanenhaus (2010) argue that the phrase some of the NP used by Huang & Snedeker independently might have delayed the disambiguation effect for the following reason. The quantifier some itself has a use that is not reliably associated with a scalar implicature, especially when it is not in a partitive construction. The contrast between a non-partitive and partitive some is intuitively robust, and and also consistently verified with quantitative data in studies like Degen (2015) and Degen & Tanenhaus (2011, 2015). Then, it could well be the case that the participants of Huang & Sndeker’s experiments had to wait until they heard of before realizing that the “not all” scalar implicature should be computed. On the other hand, in the case of all, such an ambiguity is not present. This alone, therefore, could explain the relative delay of referent ambiguity resolution for some. Grodner et al. (2010) furthermore raised the possibility that the presence of numerals, two and three, in the same experiment might have affected the processing of some. In Huang & Snedeker’s (2009) experiments, the participants heard numerals more often than some, and as indicated in the results, the numerals were interpreted as ‘exactly two’ and ‘exactly three’ very rapidly (which, incidentally, could be taken as evidence that the ‘exactly’-readings of numerals might not be due to scalar implicatures; see Spector 2013 for an overview on different theoretical views about the semantics and pragmatics of numerals). Also, the visual scene always contained either two or three relevant items, which are well within the subitising range and hence were easy to count, which led Grodner et al. (2010) to argue that thanks to their precise ‘exactly’-readings, numerals were generally better descriptions of the relevant objects than some, and for this reason some was perceived less natural and might have incurred more processing time just for that reason. Grodner et al. (2010) present the results of an acceptability judgment experiment that support this claim (see also Degen & Tanenhaus 2011, 2015, Sun & Breheny 2020 for related data).

In light of these and other considerations, Grodner et al. (2010) made the following changes to Huang & Snedeker’s (2009) experimental design.

1. Use of a reduced pronunciation, summa, in place of a more fully articulated some of, so that the phonological cue for the partitive construction is heard earlier. Correspondingly, all of is also pronounced as alla.
2. Exclude numerals from the experiment altogether.
3. Inclusion of a statement at the beginning of each trial, describing the visual scene. This is to make sure that participants don’t get drawn to visually salient objects, especially an individual with the most items, which could facilitate the processing of alla.
4. Inclusion of nunna, a contracted pronunciation of none of, as a baseline condition, in addition to alla.
5. Inclusion of a baseline condition (late summa) where the scalar implicature of summa is not enough to uniquely determine the referent, and the following noun must be heard to do so.

In this experiment, the disambiguation effects of summa were observed within 200–400 ms from the onset of the quantifier, which, considering the time it takes to execute eye movements, suggests that it was accessed as soon as summa was heard. Similar early disambiguation effects were observed for the two baselines, alla and nunna, and as expected, identification of the referent in the late summa condition took place significantly later, namely when the noun was heard.

Grodner et al. (2010) argue that one of the key differences between their experiment and Huang & Snedeker’s (2009) was the absence of numerals, but because of the other differences, the results of this experiment alone do not constitute convincing
evidence for their claim (see also Breheny, Ferguson & Katsos, 2013; Degen & Tanenhaus, 2016; Foppolo & Morelli, 2017; Huang & Snedeker, 2018). To test which of the above changes had crucial effects more directly, Huang & Snedeker (2018) conducted two experiments. Their Experiment 1 investigated whether the faster pronunciation *summa* had any significant effect. Its design was essentially identical to Huang & Snedeker’s (2009) original experiments except that *some of* was replaced with the reduced form, *summa*. They observed delayed processing of *summa*, replicating Huang & Snedeker’s (2009) earlier results, meaning the pronunciation of *some of* is not responsible for the diverging results. Their Experiment 2 tested the effects of the pronunciation as well as the presence of items with bare numerals in the same experiment by crossing two factors, *summa* vs. *some of*, and whether or not numerals were included. While the former manipulation exhibited no discernible difference, as in their Experiment 1, they observed a reliable effect of the latter such that when numerals were present, the processing of *summa/some of* was delayed relative to *all*, but not when numerals were absent.

One thing to be noted at this point about these eye-tracking experiments is that the crucial scalar item *some* occurs inside a definite description, as in *the girl with some of the socks*, and from a theoretical point of view, a scalar inference in such a case might have a different property from *bona fide* scalar implicatures. More specifically, such cases are considered to involve scalar inferences in the presuppositional domain, which are called *anti-presuppositions* or *implicated presuppositions*. It is currently hotly debated whether such scalar inferences are generated by the same mechanism as scalar implicatures (see, for example, Percus, 2006; Sauerland, 2008; Schlenker, 2012; Spector & Sudo, 2017; Marty, 2017; Anvari, 2019). Breheny, Ferguson & Katsos (2013) explicitly raise this concern (see also Sun & Breheny 2020). However, we can find studies that didn’t use definite descriptions but nonetheless yielded results that are generally in line with the other eye-tracking experiments reviewed above. For example, Breheny, Ferguson & Katsos (2013) used sentences like *The man has poured some of the water with limes into the bowl on tray A and all of the water with oranges in to the bowl on tray B*. The logic of their experiment is the same as in the above experiments, and crucially, they did not have items with numerals. Their results indicate that the scalar implicature of *some* was accessed as soon as the quantifier was heard, replicating Grodner et al.’s (2010) results. Similarly, Degen & Tanenhaus (2016) used sentences like *You got some of the blue gumballs*. Their Experiment 1 did not contain numerals and their Experiment 2 did. In their results, the effects of the “not all” scalar implicature of *some* were delayed only in Experiment 2, which is consistent with the results of the other experiments above.

There are several ways to interpret the observed effects of numerals. As Grodner et al. (2010) suggested, this might mean that having seen numerals, which are arguably more natural descriptions than *some* in relevant contexts with a small number of relevant items (see Grodner et al., 2010; Degen & Tanenhaus, 2011; 2015; 2016; Sun & Breheny 2020), participants simply slowed down upon encountering the less natural expression *some*. Another conceivable interpretation is put forward by Huang & Snedeker (2018), according to which the absence of numerals in the experiment invited participants to pre-encode the visual scene in terms of *some and all*, allowing them to predict that a character with a subset of a particular set of items would be referred to using *some*, and hence facilitated its processing. Thus, according to this view, the true processing effects of the “not all” scalar implicatures are observed when alternative expressions block such verbal encoding.

While these two views are still being discussed in the literature, Degen & Tanenhaus’ (2016) observe interesting effects of ‘set size’ that are not expected under either of these views. Specifically, this study observed that processing of *some* was delayed relative to *all*, when there were four or five relevant ‘verifiers’ in the scene, while not when there were only two or three. This goes against Grodner et al.’s (2010) idea
above based on naturalness, because when the number is big, it is observed that some becomes as good a description as numerals, at least in offline judgment studies (Degen & Tananhaus, 2011; 2015). However, such an effect of number is also not expected under Huang & Snedeker’s (2018) idea of verbal encoding. More recently, Sun & Breheny (2020) investigated the possibility that this has little to do with scalar implicatures and simply comes from processing of all, rather than that of some. Their idea is that when the total number is small, the use of all is not so natural, as indicated by their offline acceptability judgment experiments, and hence its processing slows down, which makes the relative processing difference with some relatively small. The results of their eye-tracking experiments provide support for this idea. Notice, however, that it is not so clear if Sun & Breheny’s idea is applicable to none, which has also been used as a baseline condition to compare some to, but this is of course an empirical question that needs to be investigated.

To summarise, all experimental methods, other than the visual world eye-tracking paradigm, have yielded more or less converging results, showing that processing of the “not all” scalar implicature of some requires extra processing time and cognitive effort. It should be mentioned also that a number developmental studies also suggest the same conclusion (e.g. Noveck, 2001; Papafragou & Musolino, 2003; Barner & Bachrach, 2010; see Chemla & Singh, 2014a; 2014b for an overview) The results of the visual world eye-tracking paradigm are interestingly intricate, and subtle difference in experimental design seems to have large effects. We would ultimately like to have a unified view that could explain these divergent results obtained from different experimental methods, but this requires further investigation.

4. Summary and Outlook

In this article, we have reviewed the theoretical and experimental literature on scalar implicatures, mostly focusing on some (and or). As mentioned above, some is still by far the most frequently investigated scalar item in this context, but there is also a sizable body of experimental work on other types of scalar implicatures. In particular, numerals are very well studied, partly because of the theoretical controversy surrounding their semantics and pragmatics. The current literature on numerals is copious and would require a survey article on its own, so I simply mention here some references: Spector (2013) is a nice overview of different theoretical views and debates, and references to experimental work can be found in survey articles and books such as Noveck & Reboule (2008), Katsos & Cummins (2010), Chemla & Singh (2014a; 2014b), Noveck (2018), and Schumacher (2018). It should also be mentioned that these survey articles and books also serve similar purposes to the present article as well as complement it, as they review other kinds of experimental research than sentence processing, such as child language development and neuro-imaging.

Lastly, more recent studies have started to expand the empirical landscape by looking at even more types of scalar implicatures. Above all, it is observed in offline judgment studies (Van Tiel, Van Miltenburg, Zevakhina & Geurts, 2016, among others) that different scalar items give rise to scalar implicatures with different degrees of robustness, and it is one of the new challenges for theories of scalar implicatures to explain why this is so. Related to this is the question about how they are processed, and the experimental literature on this question is currently rapidly growing (e.g. Cremers & Chemla, 2014; Romoli & Schwarz, 2015; Van Tiel & Schaeken, 2017; Bill, Romoli & Schwarz, 2018; Van Tiel, Marty, Pankratz & Sun, 2019; Van Tiel, Pankratz & Sun, 2019; Marty, Romoli, Sudo, Van Tiel & Breheny, 2020).
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