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ABSTRACT 

Many sensory inputs contain multiple sources of information ('cues'), such as two sounds of different frequencies, or a voice heard in unison with moving lips. Often, each cue provides a separate estimate of the same physical attribute, such as the size or location of an object. An ideal observer can exploit such redundant sensory information to improve the accuracy of their perceptual judgments. For example, if each cue is modeled as an independent, Gaussian, random variable, then combining N cues should provide up to a $\sqrt{N}$ improvement in detection/discrimination sensitivity. Alternatively, a less efficient observer may base their decision on only a subset of the available information, and so gain little or no benefit from having access to multiple sources of information. Here we use Signal Detection Theory to formulate and compare various models of cue combination, many of which are commonly used to explain empirical data. We alert the reader to the key assumptions inherent in each model, and provide formulas for deriving quantitative predictions. Code is also provided for simulating each model, allowing expected levels of measurement error to be quantified. Based on these results, it is shown that predicted sensitivity often differs surprisingly little between qualitively distinct models of combination. This means that sensitivity alone is not sufficient for understanding decision efficiency, and the implications of this are discussed. 

© 2016 Elsevier Inc. All rights reserved.

Consider a simple sensory judgment, such as 'where was the source of a sound located'? When attempting to understand how such a decision is made, the sensory input can be thought of as containing multiple sources of information ('cues'). In general, each cue is a function of the sensory input, which conveys information about a particular physical attribute (Sahani & Whiteley, 2011). However, exactly how cues are conceptualized varies between scientific disciplines. In biochemistry, the output of each ionotropic receptor may be considered a distinct cue (DeVries, 2000). In electrophysiology, a cue is generally the firing-rate of a neuron (Stein & Stanford, 2008), or of a given population of neurons (Averbeck, Latham, & Pouget, 2006; Deneve, Latham, & Pouget, 2001; Ma, Beck, Latham, & Pouget, 2006; Pouget, Deneve, & Duhamel, 2002). In the behavioral sciences, which the present paper concerns, cues are typically defined with respect to the stimulus. Thus, interaural differences in intensity and phase may be thought of as separate cues in a sound-localization task (Macpherson & Middlebrooks, 2002). Similarly, texture and disparity may be thought of as separate cues when judging visual depth (Hillis, Watt, Landy, & Banks, 2004). Alternatively, cues may be defined with respect to time; for example, each interval in a two-alternative forced choice (2AFC) (Jones, Shub, Moore, & Amitay, 2013), or each sample in a sequential-observation (Alexander & Lutfi, 2008; Juni, Gureckis, & Maloney, 2012; Swets, 1959) task. Finally, in some cases, cues may be defined with respect to the observer themselves. Thus, each eye (Blake & Fox, 1973; Blake, Sloane, & Fox, 1981), ear (Langhans & Kohlrausch, 1992), area of skin (Geldard & Sherrick, 1965), or sensory modality (Fetsch, Turner, DeAngelis, & Angelaki, 2009) may be thought of as yielding a separate cue. 

Irrespective of how exactly the various cues are defined, a number of interesting questions arise: Can observers exploit these multiple sources of information (Stein, Meredith, Huneycutt, & McDade, 1989; Zacharias & Young, 1981)? Do they do so in an optimal manner (Ernst & Banks, 2002; Landy, Maloney, Johnston, & Young, 1995)? Do they continue to do so when the statistics of the task vary (Alais & Burr, 2004; Fetsch, Pouget, DeAngelis, & Angelaki, 2012; Knill & Saunders, 2003; Nardini, Bedford, & Mareschal, 2010)? At what age does this ability to combine cues develop (Gori, Del Viva, Sandini, & Burr, 2008; Nardini, Jones, Bedford, & Braddick, 2008)? Is it preserved in old age (Bates &
Wolbers, 2014; Laurienti, Burdette, Maldjian, & Wallace, 2006)? Is it present in clinical populations where some information channels are degraded (Alexander & Lutfi, 2004; Moro, Harris, & Steves, 2014), or have been previously deprived of input (Garcia, 0000; Landry, Guillemot, & Champoux, 2013; Putzar, Gondan, & Röder, 2012)?

In psychophysics, such questions are often addressed by comparing an empirical measure to the predictions of one or more theoretical model of decision making. Since psychophysical tasks often require observers to minimize error, the key empirical measure tends to be some index of sensitivity (e.g., d', or the slope of the psychometric function). Accordingly, one might measure d' when two cues (e.g., texture and disparity) are presented individually, and again when both cues are presented together. If d' in the multi-cue case exceeds that of the best single-cue, then this is strong evidence that observers are using information from both cues to make their decision; we can therefore rule out any model of decision making that relies solely on a single source of information.

If the underlying model of decision making is known, it can also be used as a yardstick to assess how effective observers are at exploiting the information available to them. Thus, by defining some putative ‘ideal’ level of performance, it becomes possible to compare observed performance to the ideal, and thereby to state whether the observer is behaving optimally. Furthermore, by measuring observed performance relative to the ideal, a measure of efficiency can be computed (defined formally in Eq. (1.1.5)). This allows cue-combination ability to be compared across observers, even when each individual’s sensitivity is expected to vary (Berg, 1990). Ideal observer analyses are therefore of substantial practical and theoretical utility, and are used extensively throughout studies of sensory cue-combination (Fetsch, DeAngelis, & Angelaki, 2013; Trommershauser, Kording, & Landy, 2011) (for further discussion, see Ref. Landy, Banks, & Knill, 2011).

However, what has not always been made clear is the diversity of plausible ideal-observer models. Thus, depending on the specific model used, what constitutes ‘ideal’ performance may differ between papers, and human performance in one study can exceed the predictions of an ideal observer in another (e.g., contrast the factor of N improvement predicted by Saarelä & Landy, 2012 with the factor of √N improvement predicted by Knill & Saunders, 2003). A closely related issue is that readers are not always fully aware of the key assumptions that are often required in order to compute ‘ideal’ performance. As shall be discussed, these assumptions are rarely strictly correct, and depending on exactly what assumptions one makes, the inferences regarding underlying decision-process may differ markedly.

The present paper

The goal of the present paper is to detail exactly what conclusions regarding cue-combination can, and cannot, be inferred from behavioral estimates of sensitivity.

Note that because we are only considering sensitivity as our dependent variable, we will limit ourselves to tasks where the observer’s goal is to minimize response error. Such tasks are in no way an exhaustive reflection of everyday sensory decision making (see Section 4), though they do constitute the substantial majority of tasks in the cue-combination literature.

Also note that, when quantifying sensitivity, we shall focus specifically upon d’ and other related Signal Detection Theory (Green & Swets, 1974; Macmillan & Creelman, 2005; Wickens, 2002) [SDT] metrics. Other measures can also be used to study perceptual sensitivity, such as the slope parameter of the psychometric function (Ernst & Banks, 2002) or the variance of a continuously distributed response (Nardini et al., 2008). However, SDT metrics are of particular interest due to their prevalence in the literature (Ban, Preston, Meeson, & Welchman, 2012; Dekker et al., 2015; Gu, Angelaki, & DeAngelis, 2008; Machielsen & Wagemans, 2011; Nardini et al., 2010; Persike & Meinhardt, 2015; Saarelä & Landy, 2012), and because SDT provides a formal mathematical framework for exploring the key assumptions/ideas common across most studies of cue combination.

The paper is divided into four main sections. In Section 1, we introduce briefly the relevant background theory. In Section 2, we consider the different ways in which information from multiple cues can be used to make a decision, and derive quantitative predictions for each possible decision strategy. In doing so, we detail the assumptions implicit in the various models, and alert the reader to the difficulties that arise if these assumptions are not met. Working examples of each model are also provided in the Supplemental Materials (coded in MATLAB; The MathWorks, Natick, MA). In Section 3, we summarize the information presented and develop overall comparisons and corollaries. In Section 4 we highlight the limits of what can be inferred from sensitivity alone, and discuss other approaches to studying cue-combination.

1. Background theory

1.1. Using signal detection theory to measure perceptual sensitivity

Explicitly or implicitly, studies of cue-combination typically use the theoretical framework of Signal Detection Theory [SDT] to understand how observers make their perceptual judgments (Ernst, 2006). Here we detail its key tenets. For more comprehensive expositions, see Refs. Green and Swets (1974), Macmillan and Creelman (2005) and Wickens (2002).

In SDT, an incoming sensory signal is theorized to produce an internal response, typically represented as a single scalar variable, x (Fig. 1(A)). Exactly how this number is instantiated in the brain is irrelevant for present purposes; however, for the sake of example, it could be thought of as the firing rate of a neuron, or the maximum response of a neural population code. Now, consider a simple yes/no detection task. On signal-absent trials, the expected response will be zero; while on signal-present trials the expected response will be normal distributed around a task-relevant stimulus feature, S (e.g., the intensity of a sound, in dB SPL, or the luminance of a light, in cd/m²). Notably though, various neural (Javel & Viemeister, 2000), physiological (Soderquist & Lindsey, 1971), and cognitive processes mean that the internal response is noisy. Thus, on each observation (i.e., on each trial in a yes/no task, or each interval in a two-alternative forced-choice task) x may deviate slightly from the expected mean value of 0 or S (Fig. 1(B)). To classify any given value of x as either ‘signal’ or ‘noise’, the observed value of x must therefore be compared to some cut-off criterion, λ, thus:

Response

\[
\begin{align*}
\text{Response} = \begin{cases} 
\text{‘Signal Present’} & \text{if } Dx > \lambda \\
\text{‘Signal Absent’} & \text{otherwise}
\end{cases} \\
\text{where } Dx = x.
\end{align*}
\]

\tag{1.1.1a}

In Eq. (1.1.1a) the decision variable, Dx, upon which the behavioral response is based (“Response”), is simply the internal response to a single cue, x. In more complex tasks, however, the DV will not be determined by a single internal response. For example, in a two alternative forced-choice task, the DV is
In general, the difference between the internal responses to the stimulus in each interval:

\[
\text{Response} = \begin{cases} 
\text{‘Signal in Interval 2’} & \text{if } DV > \lambda \\
\text{‘Signal in Interval 1’} & \text{otherwise}
\end{cases}
\]

\[DV = X_{\text{int2}} - X_{\text{int1}}.\tag{1.1.1b}\]

While in a compound-detection task (which the present paper focuses on primarily), the DV is the sum of \(N\) internal response values:

\[
\text{Response} = \begin{cases} 
\text{‘Signal Present’} & \text{if } DV > \lambda \\
\text{‘Signal Absent’} & \text{otherwise}
\end{cases}
\]

\[DV = x_1 + x_2.\tag{1.1.1c}\]

Irrespective of how exactly the DV is derived, to make a binary decision it must be compared to a criterion, \(\lambda\). Ideally, \(\lambda\) will be placed so as to maximize some expected utility function (e.g., percent correct, \(N\) points won, etc.). If \(\lambda\) deviates from the ideal location then the observer is said to be biased. However, even with an unbiased criterion, when the sensory noise is continuously distributed some errors are inevitable. That is, no criterion will perfectly separate the signal-absent and signal-present distributions. An input of “0” may therefore sometimes trigger a ‘Signal Present’ response, or an actual signal, \(S\), may trigger a ‘Signal Absent’ response (Fig. 1(C)). To the extent that the ‘Noise’ and ‘Signal’ internal-response distributions overlap (the shaded area in Fig. 1(C)), the observer is said to be less sensitive to differences between the two.

If we assume for now that the sensory noise is Gaussian distributed, then sensitivity (the degree of separation between the two internal response distributions) is determined formally by the difference in the means of the two internal response distributions, divided by their root mean variance:

\[
\text{sensitivity} = \frac{\mu_{\text{signal}} - \mu_{\text{noise}}}{\sqrt{\frac{1}{2} (\sigma_{\text{signal}}^2 + \sigma_{\text{noise}}^2)}}.\tag{1.1.2}
\]

Eq. (1.1.2) contains four parameters: the means of the two distributions \((\mu_{\text{signal}}, \mu_{\text{noise}})\) and their variances \((\sigma_{\text{signal}}^2, \sigma_{\text{noise}}^2)\). Such a model is non-identifiable by most behavioral datasets, in that the four parameters cannot be uniquely constrained by observations of Hit (yes | signal), \(h\), and False Alarm (yes | noise), \(f\), rates. Fortunately, however, we are not typically interested in the individual parameters, and only want to index overall sensitivity. In that case, we can, without any loss of generality, recenter the means of the two distributions so that \(\mu_{\text{noise}} = 0\) (while \(\mu_{\text{signal}}\) remains an unknown parameter, to be estimated empirically). Furthermore, we shall for now assume that the internal noise is additive (i.e., is independent of internal response magnitude), in which case the variance of each distribution will be identical \((\sigma_{\text{signal}}^2 = \sigma_{\text{noise}}^2 = \sigma^2)\). Finally, we can, again without any loss of generality, scale the means of the distributions by their standard deviations. In this way, the standard deviation becomes unity \((\sigma = \sigma / \sigma = 1)\), and the mean becomes the mean scaled by the standard deviation \((\mu_{\text{signal}} = \mu_{\text{signal}} / \sigma)\). By convention, this scaled mean is referred to as \(d’\), and can now be seen to be the sole determinant of sensitivity:

\[
\text{sensitivity} = \frac{\mu_{\text{signal}} - 0}{\sqrt{\frac{1}{2} (\sigma_{\text{signal}}^2 + \sigma_{\text{noise}}^2)}} = \frac{\mu_{\text{signal}}}{\sqrt{\frac{1}{2} (\sigma^2 + \sigma^2)}} = \frac{\mu_{\text{signal}}/\sigma}{\sqrt{\frac{1}{2} (\sigma^2 + \sigma^2)}} = d’ = d’.\tag{1.1.3}
\]

In practice, the value of \(d’\) can be estimated empirically from the observed Hit rate, \(h\), and False Alarm rate, \(f\), thus:

\[
d’ = \Phi^{-1}(h) - \Phi^{-1}(f),\tag{1.1.4a}
\]

where \(\Phi^{-1}\) represents the inverse of the cumulative standard normal function (also commonly referred to as the \(z\) function in statistics), which can be expressed in terms of the inverse error function:

\[
\Phi^{-1}(p) = \sqrt{2} \text{erf}^{-1}(2p - 1).\tag{1.1.4b}
\]

For the derivation of Eq. (1.1.4), see Refs. Berg (1990), Fetsch et al. (2013) and Trommershauser et al. (2011).

Finally, it is often useful to measure observed sensitivity, \(d_{\text{obs}}\) relative to some putative ideal, \(d_{\text{ideal}}\). This allows easy comparison across conditions where \(d_{\text{ideal}}\) is expected to vary—for example, when comparing compound-cue sensitivity across observers who are differentially sensitive to the constituent single-cues. Such a measure is known as efficiency, \(\eta\), and is defined by Tanner and Birdsall (1958) as:

\[
\eta = \frac{d_{\text{obs}}/d_{\text{ideal}}}{\sqrt{d_{\text{obs}}/d_{\text{ideal}}}}.\tag{1.1.5}
\]

Thus, \(\eta = 1\) indicates ideal sensitivity, while \(\eta < 1\) indicates suboptimal performance.

### 1.2. Combining random variables

Section 1.1 expounded how, according to SDT, binary decisions are made by comparing a scalar Decision Variable, DV, to a
Thus, $x$ is determined by a single internal response variable, $\lambda$.

However, as discussed, many models of decision-making imply multiple separate cues, each with its own associated source of noise. In that case, each cue can be considered a separate random variable, and in most models of decision making the DV is some combination of these variables (though cf. Sections 2.1, 2.2). It is therefore important to understand the expected properties of a random variable that is the combination of $N$ random variables.

Firstly, let us assume for now that the process of combination is linear. The linear combination of two random variables is the additive sum of the individual values, each multiplied by some relative weighting constant. Thus, if $x_1$ and $x_2$ are two internal responses (two distinct cues), and $\omega_1$ and $\omega_2$ are their associated weight coefficients, then:

$$DV = \omega_1 x_1 + \omega_2 x_2.$$ \hfill (1.2.1)

When $\omega_1 = 1$ and $\omega_2 = 1$ the two cues are summed completely (Total Summation). This may not always be desirable, however. For example, when detecting a change of heading, our sense of vision often provides more accurate information then our internal sense of balance (Nardin et al., 2008). If the goal is to minimize response error, then the less reliable balance cue should be given less relative weight ($\omega < 1$; Partial Summation).

How to weight cues optimally shall be discussed in Section 2. However, irrespective of the specific weights employed, the mean of the weighted-sum of two random variables is the weighted-sum of the individual means:

$$\mu_{DV} = \omega_1 \mu_1 + \omega_2 \mu_2.$$ \hfill (1.2.2)

Furthermore, if we assume for the moment that the noise associated with each cue is independent, then the variance of the weighted-sum is the sum of the individual variances, weighted by the squares of the coefficients:

$$\sigma^2_{DV} = \omega_1^2 \sigma^2_1 + \omega_2^2 \sigma^2_2.$$ \hfill (1.2.3)

By applying Eq. (1.2.3) to the SDT sensitivity formula given earlier (Eq. (1.1.2)), a general formula can be derived for expected sensitivity when two independent cues are linearly summed, $d_{1+2}$, thus:

$$d'_{1+2} = \frac{\mu_{DV}}{\sigma_{DV}} = \frac{\omega_1 \mu_1 + \omega_2 \mu_2}{\sqrt{\omega_1^2 \sigma^2_1 + \omega_2^2 \sigma^2_2}}.$$ \hfill (1.2.4)

Finally, recalling that $\mu_{signal} = \mu_{noise} = d'$, and $\sigma_{signal} = \sigma_{noise} = 1$:

$$d'_{1+2} \pm \frac{\omega_1 \sigma_1 + \omega_2 \sigma_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}.$$ \hfill (1.2.5)

Note, however, that in deriving Eq. (1.2.5) we have assumed that the internal noise is Gaussian, additive, and independent, and that the process of combination is linear. As we shall see in Section 2, all of these assumptions are open to question, and expected sensitivity is liable to differ if any is violated.

2. Taxonomy

In this section we describe fourteen algorithms that a sensory system might plausibly employ in order to make a judgment based on multiple sensory cues. Practical examples of each model are also given in Section A of the Supplemental Material, in the form of MATLAB code.

Some models differ in complexity, while others differ in terms of the assumptions they make about key properties of the decision process (e.g., in terms of error is introduced, or how it is distributed). In each case, we shall describe: (i) the key rules/principles underlying the model; (ii) how the decision variable is formed; and (iii) what the expected change in sensitivity would be for a given observer presented with one versus two cues. In particular, we specify what the upper-bound change in sensitivity would be for an ideal observer, by which an estimate of efficiency can be computed. Interested readers are also encouraged to read works by Macmillan and Creelman (2005, Ch. 6), Treisman (1998), and Wickens (2002, Ch. 10), in which some of the present information is also discussed. A broader overview of the modern cue-combination literature can also be found in Trommershauser et al. (2011).

For simplicity, we will constrain ourselves to situations where there are only two sources of information (Cue1 and Cue2), though many of the same principles generalize straightforwardly to more complex scenarios. We shall also further restrict ourselves to discussing simple detection tasks, rather than tasks requiring parameter discrimination, identification, or estimation. These latter tasks are liable to be more complicated to specify, and also tend to differ in terms of the language used to describe them (e.g., it makes more sense to think of sensory estimates being summed for detection, but averaged for estimation). Ultimately, however, many the same key conclusions often apply as with simple detection, including how much sensitivity is expected to improve for the ideal observer, and the form of the equation used to predict changes in sensitivity.

Overview of models

Table 1 and Fig. 2 provide overviews of the various decision models, each of which is defined in detail from Section 2.1 onwards.

Table 1 summarizes the form of each model, and provides an equation for computing multi-cue sensitivity given observed single-cue performance. It also specifies, in the final column, the expected change in sensitivity for an ideal observer. For example, given two equally informative cues, the ‘Sumearly’ model (Row 7; Section 2.4) predicts up to a $\sqrt{2}$ improvement in sensitivity when a second cue is introduced. Notably, it can be seen that a given improvements in sensitivity is generally consistent with a range of possible decision models. For example, a 25% increase in $d'$ is consistent with seven strategies, while an improvement of 100% or more is consistent with two models (‘Sumadd’ and ‘Superadditivity’).

Note also that the final column of Table 1 includes 95% confidence intervals, derived numerically for cases in which 100 empirical trials$^2$ are used to estimate $d'$ (Grey shaded regions; for derivation see Section B in the Supplemental Material). From this, it can be seen that differences between the predictions of competing models are often likely to be rather small, relative to the amount of measurement error expected in a typical experiment. For example, to discriminate expected performance given a ‘1-look’ or ‘2-look’ strategy with a confidence level of 95% would require either at least 400 trials, or seven compliant observers performing 50 trials each (see Supplemental Material for derivations of confidence intervals). An additional perspective on the various decision models is given in Fig. 2, which shows how the expected benefit of a second cue increases as the difference in sensitivity to each individual cues decreases (i.e., as the second cue becomes proportionately more useful).

2.1. One-look

In the 1-look strategy (Fig. 3), the observer bases their decision solely on a single cue (i.e., they ‘look’ only at one component of the

$^2$ 100 trials represents an arbitrary but realistic number.
sensory input; see Ref. Wickens (2002) for further background on this nomenclature. The other cue is simply ignored. The observer therefore gains no benefit from multiple cues, and would never be expected to perform better than in the best single-cue condition.

To formalize the 1-look decision process, let the response to a signal-absent stimulus be 0, and let the response to a signal-present stimulus be 1 for cues 1 and 2, respectively. On each trial, the stimulus response is jittered by noise samples, $N_1$ and $N_2$, each drawn independently from their corresponding noise distribution. For now, we shall assume that these distributions are zero-mean Gaussians, with standard deviations $\sigma_1$ and $\sigma_2$ (where $\sigma$ represents the 'magnitude' of internal noise). We shall further assume that these values are combined additively with the initial stimulus response. Thus, the DV is $S_i + N_i$ for $C_i$. As described in Section 1.1, the relevant DV is then compared to a criterion, $\lambda$, in order to determine a response. Thus, the decision strategies for the two individual cue conditions are:

$$R_i = \begin{cases} \text{‘Signal Present’} & \text{if } (S_i + N_i) > \lambda_i \\ \text{‘Signal Absent’} & \text{otherwise} \end{cases}$$

(2.1.1a)

while the decision strategy in the combined condition is given by:

$$R_{1-look} = \begin{cases} \text{‘Signal Present’} & \text{if } (S_1 + N_1) > \lambda_{1-look} \\ \text{‘Signal Absent’} & \text{otherwise} \end{cases}$$

(2.1.1c)

where $i$ in the two-cue case is equal to either 1 or 2. Note that there is no guarantee that the response criterion in the combined-cue condition (Eq. 2.1.1c) is the same as that in either of the single-cue conditions (Eq. 2.1.1a-b). Thus, the simultaneous presence of the second cue could conceivably bias the observer towards or against a particular response. Such bias could affect some measures of performance, but should not affect $d'$, which is specifically designed to be independent of bias (though cf. Ref. Soderquist & Lindsey, 1971). Similarly, any such bias should affect the point of subjective equality [PSE] of a psychometric function, but not its slope.

Sensitivity in the 1-look model will simply equal sensitivity in the corresponding single-cue condition. If both cues are not equally informative, then it becomes meaningful to ask which cue the observer attended to. An inefficient observer may base their decisions on the less informative of the two cues, in which case:

$$d'_{\min,1\text{-look}} = \min \{d'_1, d'_2\}$$

(2.1.2a)

This could occur if, for example, the observer misjudged the relative utility of the two cues (e.g., due to a run of lucky guesses), because the poorer cue is somehow more convenient or easier to attend to, or because of some a priori bias in favor of that cue. Conversely, an ideal 1-look observer would base their decisions on the more informative of the two cues, in which case:

$$d'_{\max,1\text{-look}} = \max \{d'_1, d'_2\}.$$  

(2.1.2b)
Fig. 2. Percent gain in combined-sensitivity (vs. Cue\_1 alone), as relative sensitivity to Cue\_2 increases. For example, in the "Sum\_early" model the benefit of having a second cue increases exponentially as the difference in single-cue sensitivity decreases (Cyan dotted line, bottom panel). For display purposes only, models have been divided between two panels. Models for which \( d' \) is not an appropriate sensitivity metric are not shown (see Table 1). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Finally, the observer may alternate: using one cue on some trials, and the other cue on other trials. Such alternation is often observed anecdotally in psychophysical experiments, where it may be variously attributed to: demand characteristics, exploration of the ‘gain landscape’ of the task (Gureckis & Love, 2009), an attempt to mitigate the effects of sensory adaptation, and/or simply an expression of boredom. If we assume for the moment that the trial-by-trial decision regarding which cue to attend to is made \textit{a priori}, independent of the sensory evidence, then the result of switching is an intermediate level of sensitivity, somewhere between that of the best (\( d'_\text{max} \)) and worst (\( d'_\text{min} \)) single-cue.

More exactly, if the probability of using each cue, \( P_i \), is known, then predicted sensitivity in the multi-cue case can be computed through linear interpolation. Note, however, that it is the raw Hit, \( h \), and False Alarm, \( f \), rates that must be interpolated, and not the single-cue sensitivity estimates. Thus:

\[
\begin{align*}
    h'_{\text{switch}1-\text{look}} &= P_1 h_1 + (1 - P_1) h_2, \\
    f'_{\text{switch}1-\text{look}} &= P_1 f_1 + (1 - P_1) f_2, \\
\end{align*}
\]

which can then be used to compute \( d' \) in the standard manner (Eq. (1.1.3)):

\[
d'_{\text{switch}1-\text{look}} = \Phi^{-1}(h'_{\text{switch}1-\text{look}}) - \Phi^{-1}(f'_{\text{switch}1-\text{look}}),
\]

Although generally considered a poor strategy, several considerations actually favor the use of only a single cue. Firstly, finite cognitive (attention, memory) resources may prohibit the observer from attending to more than one cue. Secondly, the cost of attending to multiple cues may outweigh the perceived benefit. Thus, although cue-combination is often assumed to be without cost, processing a second cue may be effortful or confusing for some observers. In contrast, the gains of cue-combination are often small, either because the observer is already performing at ceiling, because the observer is content with their single-cue performance, or because the second cue genuinely provides relatively little additional information (see Fig. 2(A)). A rational observer may therefore trade-off cost against expected reward, and decide to predicate their decisions upon only a single cue. Whether observers do make such calculations, either implicitly or explicitly, is largely unknown, and to our knowledge, no attempts have been made to quantify perceived cost/benefits in sensory integration tasks.

2.2. Two-look (\textit{aka} ‘Probability Summation’)

In the 2-look strategy (Fig. 4) – also commonly known as ‘Probability Summation’ – each cue is used to make an independent
decision (i.e., the observer ‘looks’ separately at each component of the sensory input). A third, ‘meta’ decision rule is then used to combine the two results. Thus, an observer might respond ‘signal-present’ if the internal response to either cue exceeded criterion:

\[ R_{2\text{-look OR}} = \begin{cases} \text{Signal Present} & \text{if } \Phi([S_1 + N_1] > \lambda_i) \\ \text{Signal Absent} & \text{otherwise}, \end{cases} \tag{2.2.1a} \]

or if both internal response exceeded criterion:

\[ R_{2\text{-look AND}} = \begin{cases} \text{Signal Present} & \text{if } \Phi([S_1 + N_1] > \lambda_i) \\ \text{Signal Absent} & \text{otherwise}. \end{cases} \tag{2.2.1b} \]

By the laws of probability, having multiple cues increases the likelihood that at least one will be successfully ‘seen’. As such, expected sensitivity is greater than in any of the individual single-cue conditions. In both the AND or OR case, expected sensitivity is given approximately by:

\[ d'_{2\text{-look}} = \frac{5}{8}d'_1 + \frac{5}{8}d'_2. \tag{2.2.2a} \]

More exactly, assuming an ideal criterion placement and additive internal noise, expected sensitivity is given by:

\[ d'_{2\text{-look}} = \Phi^{-1}\left(\Phi\left(\frac{d'_1}{2}\right)\Phi\left(\frac{d'_2}{2}\right)\right) \]

\[ - \Phi^{-1}\left(\Phi\left(-\frac{d'_1}{2}\right)\Phi\left(-\frac{d'_2}{2}\right)\right). \tag{2.2.2b} \]

To understand how Eq. (2.2.2b) is derived, consider that the probability of both of two independent internal response exceeding criterion is equal to the product of the two individual probabilities (note that Probability “Summation” is therefore a misnomer, since probabilities are multiplied). Thus, the chance of a hit or a miss in the AND rule is given by:

\[ h_{2\text{-look AND}} = h_1h_2 = \Phi(d'_2 - \lambda_1)\Phi(d'_2 - \lambda_2), \]

\[ f_{2\text{-look AND}} = f_1f_2 = \Phi(-\lambda_1)\Phi(-\lambda_2). \tag{2.2.3a} \]

While the chance of a hit or miss in the OR rule (i.e., the complement of neither exceeding criterion) is given by:

\[ h_{2\text{-look OR}} = 1 - (1 - h_1)(1 - h_2) = 1 - \Phi(-d'_1 + \lambda_1)\Phi(-d'_2 + \lambda_2), \]

\[ f_{2\text{-look OR}} = 1 - (1 - f_1)(1 - f_2) = 1 - \Phi(\lambda_1)\Phi(\lambda_2). \tag{2.2.3b} \]

In either case, using the outputs of Eqs. (2.2.3a) and (2.2.3b), \( d' \) for the combined condition can be computed in the standard manner (Green & Swets, 1974; Macmillan & Creelman, 2005; Wickens, 2002), based upon the difference in hits and false alarms (Eq. (1.1.2)). Notably, when the internal noise is additive (and signal and noise trials occur with equal frequency), then the ideal criterion location, \( \lambda_i \) is equal to \( d'/2 \). Thus, if the observer is unbiased then the difference between hits and false alarms is equal in both the AND and the OR cases, and expected sensitivity is given by:

\[ d'_{2\text{-look}} = \Phi^{-1}\left(\Phi\left(\frac{d'_1}{2}\right)\Phi\left(\frac{d'_2}{2}\right)\right) \]

\[ - \Phi^{-1}\left(\Phi\left(-\frac{d'_1}{2}\right)\Phi\left(-\frac{d'_2}{2}\right)\right) \]

\[ = \Phi^{-1}\left(1 - \Phi\left(-\frac{d'_1}{2}\right)\Phi\left(-\frac{d'_2}{2}\right)\right) \]

\[ - \Phi^{-1}\left(1 - \Phi\left(\frac{d'_1}{2}\right)\Phi\left(\frac{d'_2}{2}\right)\right). \tag{2.2.4} \]

However, when the criterion is not ideal (i.e., if the observer is biased in either of the single cue conditions), then the predicted sensitivities of the AND and OR strategies will differ slightly, and \( d' \) must be calculated for each strategy separately, as per Eq. (2.2.3a)/Eq. (2.2.3b).

Three further features of 2-look strategy are also worth noting. Firstly, although both the AND and OR strategies may predict the same improvement in sensitivity, they can be distinguished empirically by examining the SDT bias parameter, \( c \) (Macmillan & Creelman, 1990). Thus, the OR strategy would result in a bias towards responding ‘Signal Present’ (liberal observer), while the AND strategy would result in a bias towards responding ‘Signal Absent’ (conservative observer). Secondly, in both cases, percent correct would actually be no different to in the simple, 1-look strategy. Third and finally, note that although the 2-look strategy guarantees some improvement in sensitivity when the two cues are equally informative, when \( d'_1 \neq d'_2 \) sensitivity in the combined condition may actually be lower than in the best single-cue condition (Fig. 2(A)). This is in contrast to the linear-summation models that we consider below, where the ideal observer’s sensitivity is guaranteed to increase as a function of the number of cues (Fig. 2(B)).

The formal equivalence of the 2-look_{OR} and Max-DV models, and why \( d' \) is technically an invalid measure of sensitivity under either model

If two random variables are independent, then the probability that the maximum of the two will exceed criterion is equal to the probability that either of the two exceeds criterion:

\[ P(\max(X, Y) \leq z) = P(X \leq z)P(Y \leq z). \tag{2.2.5} \]

With this in mind, it can be seen that 2-look_{OR} (Eq. (2.2.1a)) is formally equivalent to a prima facie quite different strategy, in which the observer bases their response on whichever cue
produced the greatest internal response on that particular trial. We shall denote this strategy ‘Max-DV’, and define it formally as:

\[ R_{\text{max-DV}} = \begin{cases} 
\text{‘Signal Present’} & \text{if } \max\{S_1 + N_1, S_2 + N_2\} > \lambda \\
\text{‘Signal Absent’} & \text{otherwise.}
\end{cases} \]  

(2.2.6)

Note, however, that the maximum of two Gaussian random variables is not itself Gaussian distributed (see Ref. Nadarajah & Kotz, 2008). This is potentially problematic, because, as detailed in Section 1.1, the sensitivity metric \( d' \) implicitly assumes normality. A practical corollary of this is that empirical \( d' \) values will vary somewhat, depending on where observers place their criterion (see simulations in Section A of the Supplemental Material). This confounds between bias and sensitivity is negligible when sensitivity to the individual cues is low (e.g., \( d' = 1.0 \)), but increases when single-cue sensitivity is greater. For example, when \( d'_1 = 4.0 \) and \( d'_2 = 4.0 \), the value of \( d' \) in the combined condition may vary by approximately \( \pm 15\% \), depending on the observer’s exact criterion placement. The level of error also increases as the number of cues increases beyond two. For example, the maximum of 100 independent Gaussian variables exhibits a heavy rightward-skew.

For many experiments, this error is unlikely to be of substantive concern. However, for experimenters requiring exactitude, one way to deal with a deviation from internal-response normality is to measure performance as the criterion location is systematically varied (ROC analysis—see Section 2.6). In this way, the effect of criterion can be partialled out. As detailed in Section 2.6, such an analysis can provide criterion-invariant metric of sensitivity—for example, the term \( d' \), which we define later in Eq. (2.6.3). Notably, in the simple, two-cue case it is possible to predict \( d' \) in the combined cue condition, using just the single cue measurements of \( d' \). To see how this can be done, note that the DV in the Max-DV/2-look-OR model can be approximated by a Gaussian variable (Nadarajah & Kotz, 2008), with an expected mean and standard deviation of:

\[
\begin{align*}
\mu_{\text{max}} &= \mu_1 \Phi \left( \frac{\mu_1 - \mu_2}{\theta} \right) + \mu_2 \Phi \left( \frac{\mu_2 - \mu_1}{\theta} \right) + \theta \phi \left( \frac{\mu_1 - \mu_2}{\theta} \right), \\
\sigma_{\text{max}} &= \left[ (\sigma_1^2 + \mu_1^2) \Phi \left( \frac{\mu_1 - \mu_2}{\theta} \right) + (\sigma_2^2 + \mu_2^2) \Phi \left( \frac{\mu_2 - \mu_1}{\theta} \right) \right]^{0.5} + (\mu_1 + \mu_2) \phi \left( \frac{\mu_1 - \mu_2}{\theta} \right) - \mu_{\text{max}}^{0.5},
\end{align*}
\]

(2.2.7)

where \( \phi \) and \( \Phi \) are the probability distribution function (pdf) and cumulative distribution function (cdf) of the standard normal distribution (respectively), and where \( \theta \) is determined by the internal noise magnitude for each cue, together with the degree of correlation, \( \rho \), between them, thus:

\[
\theta = \sqrt{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2}.
\]

(2.2.8)

By substituting the appropriate values for each individual cue, the DV for each of the noise (\( \mu_1 = 0; \sigma_1 = 1 \)) and signal (\( \mu_1 = \theta; \sigma_1 = 1 \)) conditions can be derived. The resultant estimates of \( \mu_{\text{noise}}, \mu_{\text{signal}}, \sigma_{\text{noise}}, \sigma_{\text{signal}} \) can then be combined using Eq. (1.1.2) to compute expected \( d' \). Furthermore, since the DV values \( (\mu_{\text{noise}}, \sigma_{\text{noise}}, \sigma_{\text{signal}}) \) are defined as constants (see Section 1.1), and if we assume that the cues are independent \( (\rho = 0); \) though cf. Section 2.4), then this model reduces to:

\[
d'_{\text{max-DV}} = \frac{\mu_{\text{signal}} - 0.56}{\sqrt{1/2 (\sigma_{\text{signal}}^2 + 0.68)}},
\]

(2.2.9a)

where

\[
\begin{align*}
\mu_{\text{signal}} &= d'_1 \Phi \left( \frac{d'_1 - d'_2}{\sqrt{2}} \right) + d'_2 \Phi \left( \frac{d'_2 - d'_1}{\sqrt{2}} \right) + \sqrt{2} \Phi \left( \frac{d'_1 - d'_2}{\sqrt{2}} \right) \\
\sigma_{\text{signal}} &= \left[ (1 + d'_1^2) \Phi \left( \frac{d'_1 - d'_2}{\sqrt{2}} \right) + (1 + d'_2^2) \Phi \left( \frac{d'_2 - d'_1}{\sqrt{2}} \right) \right]^{0.5} + (\mu_1 + \mu_2) \phi \left( \frac{d'_1 - d'_2}{\sqrt{2}} \right) - \mu_{\text{max}}^{0.5}.
\end{align*}
\]

(2.2.9b)

\[ \text{To summarize, the 2-look model decision strategy is equivalent to a strategy in which responses are based on the greatest internal response to all cues (Max-DV). In the Max-DV model, the DV is not Gaussian, and so } d' \text{ is liable to misestimate sensitivity. Furthermore, Max-DV is formally identical to 2-lookOR. By extension, } d' \text{ is therefore not an ideal metric for observers using the 2-lookOR/2-lookAND strategies either. The error may be tolerable if sensitivity and/or the number of cues are low. However, in other cases alternative measures of sensitivity may be more appropriate, such as } \phi \text{ (see Section 2.6). A formula for approximately predicting } d' \text{ based on single-cue } d' \text{ estimates is given in Eq. (2.2.9).} \]

Practical advantages of a 2-look decision strategy

As with 1-look strategies, 2-look (probability summation) models are generally considered relatively crude—providing only a modest improvement in sensitivity, relative to the linear-summation models that we shall consider next. However, as discussed previously with regard to the 1-look model (Section 2.1), practical considerations may make the 2-look model appealing. For example, consider a repeated-observation task. Observers are sequentially presented with \( N \) samples of the same stimulus (i.e., all ‘signal present’ or all ‘signal absent’). They are then asked to make a single judgment as to whether or not the signal had been present throughout all the trials. To solve this task, more complex, linear-summation strategies (Section 2.3) would require the observer to remember the exact internal response value for each cue, and to estimate and store their relative reliabilities. In contrast the N-look strategy is computationally trivial. Nothing other than the chosen response needs to be stored in memory, and in terms of effort, the N-look observer can stop paying attention altogether once either a signal (if using OR) or a noise (if using AND) has been observed (see Section C of the Supplemental Material for example pseudocode).

Thus, an ideal observer with limited working memory might use a powerful linear-summation model (Section 2.3) when the number of cues is low, but revert to an N-look strategy (or similar), once some putative processing threshold is exceeded. In normal adults, and given only two cues, such a threshold is unlikely to be reached. However, if capacity is diminished (e.g., under conditions of high load Lavie, Hirst, de Fockert, & Viding, 2004; Repovš & Baddeley, 2006, or among children Jones, Moore, & Amitay, 2015; Luciana & Nelson, 1998 and older adults Hasher & Zacks, 1988), or if the demands of the task are increased (e.g., by increasing the number of cues), then processing costs may start to become a limiting factor. To our knowledge, this hypothesis has not been studied systematically within the cue-combination literature. However, limited supporting data do exist. For example, in the repeated-observation task described above, observers have

\[ 3 \text{ Note, that the Max-DV rule (respond based on greatest trial-by-trial internal response) should not be confused with the 1-look rule (respond based on cue with greater expected sensitivity). The Max-DV decision rule is not truly ‘1-look’, in that all cues must be monitored before a decision is made. However, there is no integration of information across cues, and ultimately the decision is made based on information from one cue alone.} \]
been shown to exhibit a $\sqrt{N}$ improvement in sensitivity when the number of cues is low ($N = 1–5$) (Swets, 1959). This exceeds the predictions of the N-look model, and is suggestive of an more complex linear-summation model (Section 2.3). However, when the number of cues is increased to seven (Juni et al., 2012) (i.e., close to Miller, 1956, or exceeding Cowan, 2010, the limit of human working memory), relative performance is diminished, and observers appear no longer able to integrate cues optimally. Similar effects have also been reported for observers asked to form ‘summary statistics’ (e.g., average the size or orientation) of an array of objects (Dakin, 2001; Corea, Belkoura, & Solomon, 2014; Solomon, 2010). For example, given a mean-size-discrimination task, Solomon, Morgan, and Chubb (2011) reported that observers benefited from having two or four cues, but showed no significant improvement when the number of cues was increased to eight. The exact reason for this decrease in efficiency at high numbers of cues is unclear. For example, it may be that observers resort to a qualitatively different N-look strategy when the numbers of cues is high, or it may be that observers continue to integrate, but are quantitatively constrained in their efficiency by finite attention or memory limits. Irrespective of the true explanation, that human observers behave in this way does at least highlight the importance of considering observers’ limited processing resources when determining what constitutes ‘ideal’ performance. Thus, algorithmic limitations may prove instructive for understanding why observed sensitivity is often less than predicted in children (Gori et al., 2008; Nardini et al., 2010, 2008) and older adults (Bates & Wolbers, 2014), and in normal adults performing complex tasks (Juni et al., 2012).

2.3. Linear summation with early, independent noise (Sumearly)

In linear-summation models, the internal responses to each cue are summed to create the DV (see Section 1.2). Mathematically, this summation causes independent samples of noise to partially cancel out: improving the Signal to Noise Ratio [SNR], and thereby increasing sensitivity. Physiologically, the process is plausible, prima facie, as it has long been known that individual neurons sum their dendritic inputs (Abbott, 1999), and there is growing evidence of sensory integration at the network level also (Angelaki, Gu, & DeAngelis, 2009; Fetsch et al., 2012; Gold & Shadlen, 2007).

The defining property of the Early Noise linear-summation model (Fig. 5) is that all the internal variability is introduced into the system prior to the two cues being combined (i.e., ‘early’—see Section 2.5 for further definition of ‘early’ versus ‘late’). Thus:

$$R_{\text{Sum.early}} = \begin{cases} \text{'Signal Present'} & \text{if } (S_1 + N_1 + S_2 + N_2) > \lambda \\ \text{'Signal Absent'} & \text{otherwise} \end{cases} \quad (2.3.1)$$

The ‘Early Noise’ linear-summation model could be equivalently called the ‘late integration’ model, but that terminology becomes confusing when we go on to consider multiple sources of noise (i.e., situated both before and after the point of integration). The Early Noise model essentially implies that all uncertainty arises within the peripheral sensory system, and that the subsequent decision process is entirely noiseless. It also means that, when computing expected sensitivity, the final decision variable is the sum of $N$ random variables. Typically, the noise associated with each cue is assumed to be independent, additive, and Gaussian distributed. As such, and as shown previously in Eq. (1.2.4), it follows that the final decision variable is also Gaussian distributed, with a mean equal to the linear weighted sum of the single-cue means, $\mu$ (where $\mu = d'$), and a variance equal to the linear weighted sum of the variances, $\sigma^2$ (where $\sigma = 1$). Sensitivity in the combined condition is therefore given by:

$$d_{\text{Sum.early}} = \frac{\omega_1 d'_1 + \omega_2 d'_2}{\sqrt{\omega_1^2 \sigma_1^2 + \omega_2^2 \sigma_2^2}}$$

where $\max(|\omega_i|) = 1$, $\sigma_i = 1$. (2.3.2)

When the relative weights, $\omega_i$, both equal one (equal attention paid to both cues), and when sensitivity is equal for both cues ($d'_1 = d'_2$), then this reduces to simply:

$$d_{\text{Sum.early}} = \sqrt{\frac{1d'_1 + 1d'_2}{1 + 1}} = d' = \sqrt{2d'}.$$

(2.3.3)

Notably though, Eq. (2.3.3) ceases to be the ideal decision strategy when one cue is more informative than the other ($d'_1 \neq d'_2$). In that case, the ideal weights, $\omega_i$, must be computed explicitly, and the appropriate values inserted into Eq. (2.3.2).

**How to compute ideal relative weight coefficients, $\omega_i$.**

Intuitively, it is obvious that one should give less weight to less informative cues, and more weight to more informative cues. More formally, it has been shown by previous authors that the ideal strategy is to weight each cue proportional to its signal-to-variance ratio (Jacobs, 2002; Yuille & Bueltelhoef, 1996). Since $d'$ has already been scaled to be a random Gaussian variable with a variance of one ($\sigma^2 = 1$), ideal relative weights are simply proportional to $d'$. Given our present convention of normalizing weights so that the greatest weight magnitude, $|\omega_i|$, always equals one (see Section 1.2), the ideal weight for the ith cue is therefore:

$$\omega_i = \frac{d'_i}{\max_j |d'_j|}. \quad (2.3.4)$$

For example, if $d'_1 = 1$, and $d'_2 = 1.5$, then the ideal weights would equal $\omega_1 = 0.67$ and $\omega_2 = 1.00$, and ideal sensitivity would be $d'_{1,2} = 1.58$. More generally, by combining Eqs. (2.3.2) and (2.3.4), and assuming that all $d'$ values are positive, ideal sensitivity reduces to simply:

$$d'_{\text{Sum.early}} = \sqrt{d'_1^2 + d'_2^2}. \quad (2.3.5)$$

A common alternative to Eq. (2.3.4) is to normalize weights so that their magnitudes sum to one:

$$\omega_i = \frac{d'_i}{\sum_i |d'_i|}. \quad (2.3.6)$$

When considering sensitivity, this method of normalization is formally equivalent to the ‘max’ approach of Eq. (2.3.4), and results in the same quantitative predictions (e.g., in terms of $d'$). Conceptually, however, Eq. (2.3.4) is more natural when considering detection (where cues are thought to be ‘summed’), while Eq. (2.3.4) is more suited to estimation tasks (where cues are thought to be ‘average $d'$). As discussed previously (Section 2), we
shall, for simplicity, restrict ourselves to the case of detection, and so use Eq. (2.3.4) throughout. Eq. (2.3.4) also has the advantage that in many situations (e.g., when sensitivity is equal across all cues) all weights equal one; in which case, the $\omega_i$ terms can be omitted from many equations altogether.

**How do observers know how to weight cues appropriately?**

One possibility is that observers learn to weight cues appropriately through practice, for example via a process of supervised learning. In this case, weights should improve over time, and, in the limiting case where the task is entirely novel, observers should be at chance on trial one. Another possibility is that reliability is estimated directly, within a single trial. This could be achieved if, for example, information was encoded by a distributed population code. Thus, if the internal response was a distribution, rather than a single scalar value, then the variance of the population-response distribution could be used as an estimate of the amount of signal uncertainty (Knill & Pouget, 2004; Ma et al., 2006; Pouget, Dayan, & Zemel, 2003). If this were the case, then observers could be capable of assigning appropriate weights to completely novel stimuli, and of responding on a trial-by-trial basis to random variations in relative SNR between cues. The evidence appears to somewhat favor the latter, ‘dynamic reweighting’, hypothesis. Thus, in experiments where the relative reliability of two cues is randomly varied trial-by-trial, both humans (Knill & Saunders, 2003) and macaque monkeys (Fetsch et al., 2012, 2009) have been shown to update weightings across trials. However, it is possible that such weights are also refined across trials, and there is some evidence in perceptual learning paradigms that cue weightings do improve with repeated practice (Gold, Sekuler, & Bennett, 2004; Jones, Moore, Shub, & Amitay, in press; Li, Levi, & Klein, 2004).

**Expected sensitivity in the early weighted linear summation model**

Under ideal conditions, with two cues of equal sensitivity, and equal weights given to each cue, sensitivity will increase by a factor of $\sqrt{2}$ (41%; as shown graphically in Table 1). More generally, ideal sensitivity will increase by $\sqrt{N}$, where $N$ is the number of cues. If the two cues are not equally useful, but the weights are adjusted to remain ideal, then sensitivity is still guaranteed to be greater than in the best single cue (Eq. (2.3.5)). However, the magnitude of the benefit falls away exponentially as the observer’s sensitivity to the two individual cues begins to differ (Fig. 2(B), black dashed line). For example, if an observer is only half as sensitive to the second cue ($d'_2 = d'_1$) then $d'$ in the combined condition would only be expected to increase by a maximum of 12%. Given that estimates of $d'$ often have a standard error on the order of ±50% (e.g., given 50 trials, see Section B in the Supplemental Material), any asymmetry will therefore greatly reduce the likelihood that observed sensitivity will improve significantly.

**2.4. Linear summation with early, correlated noise (Sumcorrelated)**

A key assumption in the standard (early-noise) linear-summation model, described previously in Section 2.3, is that the internal noise associated with each cue is independent. However, this is unlikely to be strictly correct. Within a population of neurons, correlations exist between the firing patterns of individual cells (Dombeck, Khabbaz, Collman, Adelman, & Tank, 2007), and...
voltage signals across the cortex exhibit regular oscillations over time (Salinas & Sejnowski, 2001).\footnote{Conversely, there have been reports that some neighboring cortical neurons appear to behave with statistical independence (Shadlen & Newsome, 1998). Furthermore, it may be that any correlations in part represent a shared global gain factor, which could in principle be factored out by an ideal decoder (Ecker et al., 2010; Corin, Movshon, & Simoncelli, 2014).}

How would such correlations affect predicted performance? If all internal noise was correlated perfectly (Fig. 7), then the observer would gain no benefit whatsoever from having access to a second cue.\footnote{NB: assuming that external noise levels are negligible. In the real world, and in some psychophysical studies also (Jesteadt, Nuzum, & Scharer, 2003; Jones et al., 2013), cues may also be corrupted by external noise (i.e., noise arising from sources extrinsic to the observer, and which is therefore common across all observers). If this external noise is independently distributed between cues, then having multiple observations of it will confer a benefit in exactly the same way as with two independent internal noise sources.} More realistically, internal noise may be partially correlated, with some internal variability shared between cues, and some internal variability independent across cues (Fig. 8). Mathematically, this can be expressed as follows:

\[
d_{\text{sum,corr}} = \frac{\omega_1 \mu_1 + \omega_2 \mu_2}{\sqrt{\omega_1^2 \sigma_1^2 + \omega_2^2 \sigma_2^2 + 2 \rho \omega_1 \sigma_1 \omega_2}}
\]  

(2.4.1)

where \( \rho \) represents the correlation coefficient between the two internal noise sources. Notably, the ideal weights for such a model are different to those expressed previously in Eq. (2.3.4), and are given by:

\[
\omega_i = \frac{d_i - \sqrt{\rho}}{\max(|d_i| - \sqrt{\rho})}.
\]  

(2.4.2)

The formal proof of Eq. (2.4.2) is given elsewhere (Oruç, 2002). However, it can be understood intuitively as representing a ‘relative utility’ weighting, in which each cue is weighted proportional to its reliability, but only after correcting for redundancies between cues.

The effect of correlated noise is typically to reduce sensitivity in the multi-cue condition (e.g., relative to the ideal, independent, early noise linear-summation model). Specifically, the variance of the sum of two uncorrelated Gaussian variables is increased by a factor of \( 1 + \rho \). Thus, for example, when both cues are equally useful, then ideal (uncorrelated) sensitivity in the combined condition would be \( \sqrt{2d'} \), while actual (correlated) sensitivity is:

\[
d_{\text{sum,corr}} = \frac{\sqrt{2d'}}{\sqrt{1 + \rho}}
\]  

(2.4.3)

(N.B. when the cues are not equally useful then expected sensitivity values would have to be computed using Eq. (2.4.1).) Eq. (2.4.3) implies that a negative correlation between cues (\( \rho < 0 \)) would actually cause sensitivity to increase. This is in fact the case, as can be seen in the simulation presented in Section A in the Supplemental Material, and follows from the fact that a noise sample for one cue would tend to be canceled out by an opposing/complimentary noise sample in the other.

**How to estimate the unknown correlation coefficient, \( \rho \)**

One suggested technique (Wickens, 2002, pp. 184–186) for quantifying \( \rho \) is to infer the degree of correlation from the ratio of observed sensitivity, \( d_{\text{obs}} \), to predicted sensitivity given internal noise, \( d_{\text{pred}} \):

\[
d_{\text{obs}} = \frac{d_{\text{sum,corr}}}{d_{\text{sum,early}}} = \frac{\omega_1 d_1' + \omega_2 d_2'}{\sqrt{\omega_1^2 + \omega_2^2 + 2 \rho \omega_1 \omega_2}}
\]  

(2.4.4)

which, solving for \( \rho \), yields:

\[
\rho = -\left( \frac{\omega_1^2 + \omega_2^2}{(d_{\text{obs}}/d_{\text{pred}})^2} - 1 \right) / (2 \omega_1 \omega_2)
\]  

(2.4.5)

The problem with this approach is that Eq. (2.4.4) assumes, implicitly, that correlation between internal noise sources is the only reason why observed sensitivity (the denominator) deviates from the optimal prediction (the numerator). In actuality though, observers may also deviate from the optimal prediction for other reasons: for example, because they are using suboptimal weights, or a less powerful decision strategy (e.g., 2-look). Without some independent means to rule out these other explanations, all that can be said based on sensitivity alone is that performance is consistent with a certain degree of internal noise correlation. However, by inspection of Table 1 (Column 3), it may also be consistent with a wide range of other explanations.

Ultimately, the only robust way to estimate \( \rho \) would be to compare the trial-by-trial internal responses to each cue (Fig. 8(C)). This would be difficult to achieve behaviorally, however, as it would require observers to make independent judgments of each cue simultaneously. This is conceptually possible, but we know of no study where this has been attempted, and the obvious concern is that the two stimuli/judgments would affect each other, either negatively (interference) or positively (compulsory integration (Hillis, Ernst, Banks, & Landy, 2002; Nardini et al., 2010)). Any such interaction would be evident by a change in sensitivity relative to the single-cue conditions, and would cause \( \rho \) to be over or underestimated, respectively. Alternatively, one might try to use neuroimaging to estimate an observer’s internal responses directly (Tickle, Speekenbrink, Tsetsos, Michael, & Summerfield, 2016); however, such techniques are still in their infancy, and have yet to be proven robust.

2.5. Linear summation with late noise (Sum late)

Up until this point, we have assumed that all internal noise arises early in the decision-making process (i.e., before the point at which the internal responses to each sensory cue are integrated). However, internal noise may also be introduced at a later stage. For example, the circuits that perform the integration may themselves be subject to random error, or the observer may be unable to maintain a stable decision criterion (Jones, Moore, Shub, & Amitay, 2015; Kubovy & Healy, 1977), or the measured response of the observer may itself be stochastic (e.g., in a pointing or reaching task). Thus, Fig. 9 shows the opposite extreme, in which all variability is introduced after the sensory signals have been combined (Late Noise). The decision strategy for late-noise linear-summation is:

\[
R_{\text{Sum,late}} = \begin{cases} 
\text{‘Signal Present’} & \text{if } (S_1 + S_2 + N_f) > \lambda \\
\text{‘Signal Absent’} & \text{otherwise.}
\end{cases}
\]  

(2.5.1)
It is important to note that the noise in this model, $N_L$, is ‘late’ relative to the point of integration, not in absolute terms within the neural processing hierarchy. Thus, stochastic variation in one brain region could potentially be a source of early noise for one pair of cues, but a source of late noise with respect to another pair of cues (Fig. 10). It is therefore not strictly correct to equate early/late noise with sensory/cognitive noise, although at times it may be convenient to do so (and in general the two dichotomies are likely to be related).

If, as is typically the case in psychophysical paradigms, the amount of external noise is minimal, the ideal late-noise observer should always weight each cue equally, as each cue provides only signal (in contrast to the early-noise model, where each cue also contributes additional noise). Ideally, the relative weights should therefore all equal 1, and the weight terms, $\omega$, can simply be omitted. Accordingly, ideal performance is given by:

$$d'_{\text{sum,late}} = \frac{1d'_1 + 1d'_2}{1} = d'_1 + d'_2.$$  

(2.5.2a)

However, an observer may in practice under-weight one or more cues. In that case, the improvement in sensitivity would be less than the arithmetic sum ($<d'_1 + 2d'_2$), and could be computed explicitly as:

$$d'_{\text{sum,late}} = \frac{\omega_1 d'_1 + \omega_2 d'_2}{\sigma_L} \quad \text{where max}(|\omega_i|) = 1, \sigma_L = 1. \quad (2.5.2b)$$

It is clear that the potential gains are far larger than with the models discussed previously. Thus, if all cues are equally
informative then ideal sensitivity will increase by a factor of $N$, versus the $\sqrt{N}$ predicted by the early-noise linear-summation model (Eq. (2.3.3)). A minority of authors have reported cases of factor-of-$N$ improvements (Saarela & Landy, 2012). However, for most tasks the late-noise model is actually logically implausible in its extreme form. For example, it would imply that there was some location in the brain where the two stimuli are represented perfectly (i.e., such that they could be summed together prior to any noise being introduced). Since even the peripheral mechanismsthat encode incoming sensory information act in a stochastic manner (Field & Rieke, 2002; Jaramillo & Wiesenfeld, 1998), it is difficult to imagine where in the brain such a noiseless representation could exist. A more realistic scheme is therefore the hybrid model (Fig. 11), in which some noise is early, and some late:

$$R_{\text{Sum,late}} = \begin{cases} \text{‘Signal Present’} \\ \text{‘Signal Absent’} \end{cases}$$

if $(S_1 + N_1 + S_2 + N_2 + N_i) > \lambda$

otherwise.

(2.5.3)

Expected performance in the hybrid model is given by:

$$d_{\text{mix}}^{\prime} = \frac{\omega_1 d_1^{\prime} + \omega_2 d_2^{\prime}}{\sqrt{\omega_1^2 \sigma_1^2 + \omega_2^2 \sigma_2^2 + \sigma_i^2}}$$

where $\max(|\omega_i|) = 1$, $[\sigma_i + \sigma_L] = 1$.

(2.5.4)

When the two cues are equally useful, the ideal weights will all remain equal to one (as in both the early- and late-noise models). When one cue is more useful than the other (Fig. 2(B)), the weights will depend on the ratio of early- to late-noise (see Section A in the Supplemental Material). If the late noise dominates, the ideal weights will all continue to equal (or approximately equal) one, as in the late-noise model. If the early noise dominates, the weights will be primarily determined by the relative reliability of the two cues, as in the early-noise model (Eq. (2.3.4)). In each case, sensitivity will lie somewhere between the predictions of the early- and late-noise models. For example, consider the case where signal and noise are equal in magnitude for all cues. If the majority of noise is late, then the benefit will be large:

$$d_{\text{mix}}^{\prime} \approx \frac{1}{\sqrt{N}} d' = N d'$$

(2.5.5a)

If the majority of the noise is early, the benefit will be smaller:

$$d_{\text{mix}}^{\prime} \approx \frac{1}{\sqrt{N}} d' = \sqrt{N} d'$$

(2.5.5b)

If half the noise is early and half is late, then the benefit will be an intermediate value:

$$d_{\text{mix}}^{\prime} \approx \frac{1}{\sqrt{2}} d' = \sqrt{\frac{1}{2}} \sqrt{N} d'$$

(2.5.5c)

Empirical separating early and late noise

Is it possible to determine what proportion of noise is early/late on the basis of sensitivity alone? In principle, one could attempt to infer the ratio of early-to-late noise by comparing observed sensitivity to the ideal. For example, if $d'$ equals Eq. (2.5.5a) then one might claim that all noise is late, or if $d'$ equals Eq. (2.5.5b) then one might claim that all noise is early. However, as discussed previously with regards to estimating internal-noise correlation (Section 2.4), the difficulty with this inference-from-efficiency approach is that it requires us to assume that no other factors limit performance. Thus, the level of sensitivity predicted by early noise (Eq. (2.5.5a)) could also be explained by 100% late noise and suboptimal weights (see Fig. 2(B), dot-dashed green line), or by a mixture of late noise and correlated early noise.

Instead then, one possible way to disambiguate early and late noise would be to examine how sensitivity changes with cue asymmetry. Thus, it was noted earlier that multi-cue sensitivity decreases exponentially as the difference in single-cue sensitivity increases (Fig. 2(B), red dotted). In contrast, with late-noise, benefit varies linearly with cue asymmetry (Fig. 2(B), solid line), and

![Fig. 10. Early versus late noise. The leftmost noise source would be considered early when comparing cues C1 and C2, but late when comparing cues C1 and C3.

![Fig. 11. Linear summation with half late noise, and half early noise; same format as Fig. 3. The early noise components are independent across cues, so the internal responses to each are only partially correlated (Panel C; Cue C1 vs. Cue C2). The overall increase in sensitivity (Panel B) is an intermediate value, between the lower bound of the early, independent noise model (Fig. 5), and the upper bound of the pure late noise model (Fig. 9).](image)
various admixtures of early/late noise will fall along intermediate isobars (e.g., Fig. 2B, black dashed). These differing predictions could be used in principle to differentiate between relative quantities of early vs. late noise. We are not aware of any attempts to perform such an analysis, and most existing datasets would be unsuitable, since experimenters tend to design cues to always be equally useful (since this is when expected gain is maximized—see Section 3.2). Moreover, such a technique implicitly assumes that the late noise is additive, and does not vary with combined internal response magnitude; an assumption which is itself open to question.

It is also important to note that the ratio of early-to-late noise may not be stationary. For example, it has been well-established that sensory judgments improve with practice (perceptual learning Fine & Jacobs, 2002; Wright & Fitzgerald, 2001), suggesting that sensitivity changes over time. This can lead to some interesting predictions regarding how cue-combination strategies may differ between naive and well-trained observers. For example, it has been shown that some of the learnt improvements in sensitivity can be attributed to reductions in nonstationary bias (Jones et al., 2015), which for present purposes can be considered a source of late internal noise. Thus, while sensitivity may primarily reflect sensory limitations in well-trained observers (early noise), naive observers may be more limited by late noise. Such considerations lead to the novel, and somewhat counterintuitive prediction, that naive observers should gain more benefit from having multiple cues than well-practiced observers do (i.e., since before practice, decisions will be limited partially by late noise, and so sensitivity should increase by more than the Pythagorean sum of the two cues). In contrast, after practice, sensitivity should be determined by early noise alone, and so follow Eq. (2.3.3). If a greater proportion of internal noise were ‘late’ in naive observers, then this would also mean that the ideal weights for a naive and a trained observer would differ when the cues are of unequal utility. Thus, in well-practiced observers each cue should be weighted proportional to its reliability (as per the early-noise model), whereas in naive observers the weights should tend more towards equality, irrespective of any asymmetry (as per the late-noise model). This may be an important consideration when determining whether, for example, observers can learn to optimize their decision weights with practice (Gold et al., 2004; Jones et al., in press; Li et al., 2004) (i.e., since an observer could conceivably change their weights while remaining equally efficient/inefficient).

Finally, it is worth noting that there is a potential contradiction between the correlated-early-noise model and the late-noise linear-summation model. The late-noise model predicts that when cues are similar, the information should be integrated early (i.e., more noise should be late), and so the benefits of integration should be greater. Conversely, it might be argued that when two cues activate similar sensory regions, more of the noise should be correlated across cues, and so the benefits would be smaller. The evidence tends to favor the former viewpoint, with the benefits of integration being greater when the two cues are more similar. Thus, when the cues are located in different modalities (Battaglia, Jacobs, & Aslin, 2003; Ernst & Banks, 2002; van Beers, Wolpert, & Haggard, 2002) or spatial locations (Redmond, Zlatkova, Vassilev, Garway-Heath, & Anderson, 2013), improvements tend to follow the early-noise predictions (Eq. (2.3.2)). In contrast, reported improvements for two visual-depth-cues (Saarela & Landy, 2012), or two nearby retinal locations (Redmond et al., 2013), have tended to be greater, and to follow the late-noise prediction (Eq. (2.5.2b)).

2.6. Linear summation with multiplicative noise (Sum\text{multi}

Up until this point, we have assumed that all internal noise is additive. In reality though, internal noise may be multiplicative (Fig. 12), such that the degree of internal variability, \( \sigma \), varies with the magnitude of the internal response, \( \mu \). We begin by considering the implications if the additivity assumption is breached, before considering the evidence for or against it.

The first point to note is that the effects of any multiplicative noise depend on whether or not the internal noise is early or late. In the Early Noise model, the multiplicative gain is applied before the signals have been summed;

\[
\mathbf{\Delta}_\text{early} \quad \begin{cases} \text{‘Signal Present’} & \text{if } (S_1 + N_1)^{S_1} + (S_2 + N_2)^{S_2} > \lambda \\ \text{‘Signal Absent’} & \text{otherwise.} \end{cases}
\]

In both the single-cue and combined-cue condition, the strength of the sensory signal (and thus the amount of multiplication) is identical at the point when internal noise is introduced. The fact that the noise is multiplicative therefore has no effect on the predicted benefit of integration, which remains unchanged from the additive early noise model (Eq. (2.3.3)). The caveat to this, however, is that \( d^* \) is no longer a valid measure of sensitivity when internal noise is multiplicative. Thus, recall that for a single parameter, \( d^* \), to fully constrain sensitivity, it is necessary to assume that the signal and noise distributions have equal variance (Macmillan & Creelman, 1996; Wickens, 2002) (see Eq. (1.1.3)). Equal variance cannot be the case with multiplicative noise, since, tautologically, the signal magnitude will be greater in the ‘signal’ condition than in the ‘noise’ condition (\( y^5 > y^0 \)). Instead, recalling Eq. (1.1.2), sensitivity must therefore be estimated using the more general sensitivity measure, \( d^\prime \):

\[
d^\prime = \frac{\mu_{\text{signal}} - 0}{\sqrt{\frac{1}{2}(\sigma_{\text{signal}}^2 + \sigma_{\text{noise}}^2)}} = \frac{\mu_{\text{signal}}}{\sqrt{\frac{1}{2}(\sigma_{\text{signal}}^2 + \sigma_{\text{noise}}^2)}}.
\]

As discussed extensively elsewhere (Macmillan & Creelman, 1996, 2005; Wickens, 2002), \( d^\prime \) can be estimated empirically, using the equation:

\[
d^\prime = \sqrt{\frac{2a}{1+b^2}}
\]

where \( a \) and \( b \) are, respectively, the intercept and slope of an observed Receiver Operator Characteristic (Macmillan & Creelman, 2005; Swets, 1973; Wickens, 2002) (ROC; see Fig. 13). Failure to use the appropriate measure of sensitivity may lead to spurious variations in apparent sensitivity, depending on where precisely the observer places their criterion.

Fortunately, however, estimates of \( d^\prime \) can be used to predict multi-cue performance in exactly the same manner as with \( d^* \) (Eq. (2.3.2)), thus:

\[
d^\prime = \frac{\omega_1 d_1^\prime + \omega_2 d_2^\prime}{\sqrt{\omega_1^2\sigma_1^2 + \omega_2^2\sigma_2^2}} \rightarrow \sqrt{d_1^2 + d_2^2}.
\]

With \( d^\prime \), ideal weights remain proportional to the sensitivity values of the two cues, as per Eq. (2.3.2). Thus, as with \( d^* \), the ideal linear-weighted sum of two equally useful cues will cause \( d^\prime \) to improve by \( \sqrt{2} \) (41%), and this benefit will diminish exponentially.
as one cue is made less informative (Fig. 2(B)). In short then, if the multiplicative noise is early, then the practical method of computing sensitivity differs from the additive case, but predicted change in sensitivity remains invariant.

In contrast, if the internal noise is late (Section 2.5) then the presence multiplicative noise markedly affects predicted sensitivity in the multi-cue condition. For instance, let the level of multiplicity be represented by the gain constant: \( \gamma \) (where \( S_i \) is the average internal response magnitude in the \( i \)th cue). In the late-noise model, this gain is applied after the individual signals have been summed, thus:

\[
\delta_{\text{Sum, multi}}^{\text{late}} = \begin{cases} 
\text{‘Signal Present’} & \text{if } (S_1 + S_2 + N_i \gamma^{(S_1+S_2)}) > \lambda \\
\text{‘Signal Absent’} & \text{otherwise} 
\end{cases}
\]  

This introduces a non-linearity, such that the magnitude of noise in the multi-cue condition may not equal the sum of noise magnitudes in the single cue conditions:

\[
\delta_{\text{Sum, multi}}^{\text{late}} = \frac{\omega_1 d_1^2 + \omega_2 d_2^2}{\sqrt{(\omega_1 \gamma^{(d_1^2+\omega_1^2)} + \omega_2 \gamma^{(d_2^2+\omega_2^2)})}} \neq \frac{\omega_1 d_1^2 + \omega_2 d_2^2}{\sigma_1 \gamma^{d_1^2} + \sigma_2 \gamma^{d_2^2}} \\
\neq \omega_1 d_1^2 + \omega_2 d_2^2.
\]  

When \( \gamma = 1 \), Eq. (2.6.6) reduces to the additive late noise model, and sensitivity in the multi-cue condition will equal the arithmetic sum of the individual sensitivities (Eq. (2.5.2a)). When \( \gamma < 1 \), the integration is supralinear (sensitivity will increase at a rate greater than predicted by the late noise model). When \( \gamma > 1 \), the integration is sublinear (sensitivity will increase at a rate less than that predicted by the late noise model). Notably though, even if the gain parameter, \( \gamma \), were known, the unobservable DV parameters \( \mu \) and \( \sigma \) would also have to be known in order to predict ideal performance in a combined-cue model (i.e., rather than the sensitivity ratio \( \mu/\sigma \), indexed by \( d' \)).

In short then, the possibility of multiplicative late noise complicates greatly any attempt to draw inferences from changes in sensitivity. Any observed sensitivity is consistent with some model in which the observer’s decisions are limited by a source of internal noise that is multiplicative and late. This further complicates previous considerations, since now an improvement of less than \( Nd' \) could be caused by multiplicative late noise, as well as by independent early noise, correlated noise, a poorer decision strategy, or suboptimal decision weights.

Traditionally, however, it has been common to assume that levels of multiplicative noise are negligibly small. In part, this reflects mathematical convenience. However, there are also empirical arguments both for and against the presence of
multiplicative noise. In favor of multiplicative noise being present, there is converging evidence from psychophysics (McGill & Goldberg, 1968; Swets, 1959; Watson, Rilling, & Bourland, 1964) and neurophysiology (Goris et al., 2014; Teich & Khanna, 1985; Tolhurst, Movshon, & Thompson, 1981; Winter & Palmer, 1991; Young & Barta, 1986). For example, Weber’s law\(^9\) is often taken to indicate the presence of a limiting noise source that increases with stimulus strength. Similarly, single cells are often shown to exhibit Poisson-like processes, with spike-rate variability increasing as a function of mean firing rate. Prima facie, these appear good evidence of multiplicative noise in decision-making. However, in the context of cue-combination, the arguments are misleading. Weber’s law is typically observed over large (order of magnitude) stimulus ranges. In contrast, performance around threshold, which we are principally interested in, may be approximately, locally linear.\(^10\) Furthermore, decisions are likely to be driven by populations of neurons, rather than individual cells. In that case, it follows from the Central Limit Theorem that the total product of the individual, Poisson-like process will rapidly converge to a Gaussian as the number of neurons increases (Ma et al., 2006).

In contrast, the evidence that multiplicative noise is of relatively minor concern is more robust. For example, additivity can be assessed empirically by constructing ROC curves. As shown in Fig. 13(A), when integration is linear (additive noise), the curve will have unit slope when plotted on Gaussian-transformed coordinates. In contrast, sublinear and supralinear conditions produce shallower or greater slopes, respectively. Such curves do not tend to be measured in studies of cue integration, but have been studied on a range of more basic sensory judgment tasks, where they tend to have approximately unit slope (albeit with some substantial variation, e.g., 0.5–2.0 Swets, 1986). Similarly, the effects of multiplicative noise should also be apparent in psychometric functions (Tyler & Chen, 2000) (Fig. 13(B)). For example, a sublinear process (greater noise in the combined condition) would result in an asymmetric function with a suppressed asymptote at high stimulus magnitudes (‘saturation’; purple triangles). This is not typically observed in the types of tasks used in cue-integration studies, again allowing us to discount a substantial source of multiplicative noise.

To summarize, although the evidence is not conclusive, it appears that multiplicative noise is of relatively minor importance to decision making at a behavioral level. Multiplicative noise is, however, likely to be present to some extent in all tasks, and may vary in relative magnitude across tasks. If internal noise is early, then such noise will not affect predicted sensitivity. However, to the extent that internal noise is late, multiplicative noise may either slightly increase or depress ideal sensitivity.

2.7. Superadditivity

Superadditivity describes a class of decisions rules (Fig. 14) in which sensitivity to the combined stimulus is greater than the arithmetic sum of the individual sensitivities: \(d'_{1+2} > (d'_1 + d'_2)\).

As with multiplicative noise, superadditivity introduces a nonlinearity into the decision process. Unlike multiplicative noise, this non-linearity: (i) is generally thought of as being applied to the signal rather than the noise (i.e., the numerator of Eq. (1.1.2)), (ii) depends on the presence of both activity in both cues, and, (iii) by definition, is always superlinear (‘\(1 + 1 = 3\)’). An example superadditive decision rule is:

\[
R_{\text{super}} = \begin{cases} 
  \text{‘Signal Present’} & \text{if } (S_1 + S_2 + \sqrt{S_1 S_2} + N_l) > \lambda \\
  \text{‘Signal Absent’} & \text{otherwise}
\end{cases} \quad (2.7.1)
\]

where \(\beta\) is some putative superadditivity mechanism. Sensitivity in such a model is specified by:

\[
d'_{\text{super}} = \frac{d'_1 + d'_2 + \sqrt{d'_1 d'_2} \beta}{\sigma_l} \quad \text{where } \sigma_l = 1. \quad (2.7.2)
\]

This predicts that sensitivity will always increase by a factor greater than the late-noise linear-summation model (\(> N\)).

How plausible is superadditivity? The notion of superadditivity is made credible, prima facie, by studies of physiology. For example, neurons in the Superior Colliculus (Perrault, Vaughan, Stein, & Wallace, 2005; Stanford, Questy, & Stein, 2005; Stein & Stanford, 2008) and Superior Temporal Sulcus (Stevenson & James, 2009; Werner & Noppeney, 2010) have been shown to fire more than twice as often when presented with corresponding information from two modalities (e.g., sight and sound), versus either in isolation. This has been argued to reflect the linear summation of membrane potentials (Skalsiora, Doubell, Holmes, Nodal, & King, 2004) followed by a static nonlinearisation (threshold) in spike generation (Homes & Spence, 2005).

However, as with multiplicative noise, it may be misleading to draw inferences regarding system-level decision-making from the dynamics of single-cells, and studies at the behavioral level have seldom reported superadditivity. Moreover, there is doubt over the extent to which, even in physiology, superadditivity generalizes beyond situations where both inputs are very weak/subthreshold (Morgan, DeAngelis, & Angelaki, 2008). Nonetheless, the possibility of superadditivity cannot be ruled out completely, and so caution is advised when attempting to infer decision efficiency from observations of sensitivity alone. For example, based on sensitivity alone, it is impossible to distinguish an early-noise linear-summation observer with ideal weights, from a superadditive observer with suboptimal weights.

2.8. Non-Gaussian noise models (Sum\textsuperscript{non-norm}\textsubscript{early/late})

So far, we have relaxed the assumptions of independence, additivity, and linearity. The final assumption in most models of cue-combination is normality. Thus, while it is common to assume that internal noise is Gaussian distributed, in principle it may actually take many other forms, such as the noncentral t-distribution shown in Fig. 15(B).

What effect do deviations from normality have on expected cue-combination behavior? The answer is: surprisingly little (see Ref. Oruç et al., 2003). In theory, deviations from normality are a substantial complication. For example, as shown in Fig. 16, when the noise is highly asymmetric, performance in the combined-cue condition ceases to be predicted by the Pythagorean sum of the individual sensitivities (Eq. (2.3.5)), and the ideal weights for highly asymmetric noise deviate from those predicted by the Gaussian early-noise model (Eq. (2.3.4)). In practice though, the differences tend to be slight, and tend rapidly towards zero as the amount of skew reduces.

Furthermore, there is good reason to think that a strong departure from normality is unlikely. The arguments largely recapitulate those against multiplicative noise. In brief, the Central

---

9 Weber’s law states that the Just Noticeable Difference between two stimuli is proportional to their magnitude.

10 One influential experiment by the early proponents of Signal Detection Theory actually appeared to indicate that substantial multiplicative noise is present at threshold (see Ref. Swets, Tanner, & Birdsall, 1961: “Theoretical and Experimental Analysis of Second Choices”). However, as discussed by Solomon (2007), the same data can be explained by other models of detection, such as an Intrinsic Uncertainty model in which perceptions are dictated by the maximum activity across multiple independent cues.
Limit Theorem makes a strong asymmetry theoretically unlikely, and the fact that ROC curves tend to be linear on Gaussian-transformed coordinates is empirical evidence for normality.

3. Summary and comparisons between models

The question ‘can people combine multiple sensory cues?’ is trivial to answer empirically. If, for example, sensory judgments are better given sight and sound together than either alone, then it follows that observers are exploiting both sources of information. However, to quantify how well the observer is combining the information available, a measure of efficiency must be derived. This requires some hypothetical benchmark of what ‘ideal’ performance would be, which in turn requires a model of decision making. In Section 2, we described a range of such models, each of which predicts a quantitatively different level of ideal sensitivity.

In some models of decision-making, only a single internal response value is used, and the others discarded (1-look, max-DV). In others, multiple decisions are made independently, based upon each individual variable (N-look). Finally, in the most powerful strategies the decision is based on the linear-weighted sum of N random variables. Exactly how this integration takes place, however, depends on various properties of the model, such as whether the internal noise is independent for each cue, whether it combines additively with the signal, whether it occurs early or late, and whether it is normally distributed.

3.1. What can and cannot be inferred from observed sensitivity

As has been discussed, some models of cue-combination are more plausible than others. However, none of them can be ruled out a priori. Based on sensitivity alone, some models make quantitatively distinct predictions, and so can be delineated empirically (Table 1). For example, a √N improvement is consistent with linear summation and superadditive models, but not with simpler 2-look or max-DV models. However, in many cases multiple models make overlapping predictions, and this is particularly the case once expected measurement error is taken into account. Accordingly, when it comes to understanding multi-cue decision making, surprisingly little can be inferred from changes in sensitivity alone. In general, any observed level of sensitivity is consistent with a range of possible decision models, and so may be more or less close to the ideal, to an unknown degree. More specifically:

1. An improvement in sensitivity relative to the best single cue is not proof of linear-weighted summation. To evidence such a process, performance must not just be better than the best single cue, but also better than any alternative cue-combination strategies would predict. The appropriate comparison is therefore not to the individual cues (e.g., Petrini, Remark, Smith, & Nardini, 2014; Weisswange, Rothkopf, Rodemann, & Triesch, 2011), but to the max-DV and N-look (probability summation) models (e.g., Nardini et al., 2010), which predict improvements of up to ~25%.

2. An improvement in sensitivity equal to the predictions of the Early Noise model is neither necessary or sufficient proof of an optimal decision strategy, unless one assumes (or can evidence) that internal noise is early, independent, and additive, and that the system is linear. Without these assumptions, it is not the case that the greatest possible improvement is √N. Nor is it the case, more generally, that the ideal sensitivity in the combined
3. A $\sqrt{N}$ improvement in sensitivity does not mean that the observer is using $N$ cues to make their decision. This is the case firstly, because noise may be multiplicative-and-late, or early and correlated across cues. And secondly, because even assuming independent, additive, early noise, there are many possible combinations of weights that predict a given level of performance (i.e., only a minority of which involve giving zero-weight to any single cue). Thus, changes in sensitivity cannot reveal the number of cues an observer has used to make their decision (although, as some authors have noted (Dakin, Mareschal, & Bex, 2005; Manning, Dakin, Tibber, & Pellicano, 2014)), sensitivity can be quantified in terms of the ‘effective’ number of cues that would be required to produce the observed performance, assuming binary – 0.0 or 1.0 – weights).

3.2. Why multi-cue sensitivity may differ between observers

To summarize, when presented with two cues, why might observer A exhibit lower sensitivity than observer B? If the observers have been equated for their individual-cue sensitivities (e.g., by using a metric of efficiency), then two categories of explanation are possible. Firstly, observer A may be using a qualitatively poorer strategy to combine the available information. Secondly, A may be using the same or better strategy to B, but be implementing it less optimally (e.g., suboptimal weights). Reasons for both of these eventualities have been discussed throughout the present manuscript. Thus, a less powerful strategy may be easier to implement, placing fewer demands on memory and attention. While, in terms of implementation, more complex strategies contain numerous parameters, each of which may have a level of estimation error associated with it. Accurate parameter estimates may therefore require a requisite level of skill or practice, and some observers may have a priori biases that affect their computation or use.

A third alternative is that the two observers do not differ in sensitivity, and that the apparent difference is a statistical artifact. This may happen for either of two reasons. Firstly, when assumptions of either normality or additivity are breached, then $d'$ ceases to be an appropriate measure of sensitivity. This can cause apparent sensitivity to differ spuriously between tests/observers, depending on how they place their criterion. Such differences would be eradicated by using an appropriate, non-parametric measure, such as $d''$ or AUC. Secondly, as shown in Table 1, the amount of measurement error associated with estimates of sensitive are non-trivial. This can lead to Type I (false difference reported) or Type II (true difference missed) errors, either of which can lead to misleading conclusions as to how observers compare in terms of sensitivity.

4. Beyond measures of sensitivity

In the present work, we have assumed that observers are attempting to minimize response error by combining redundant cues, and have outlined how changes in sensitivity can be used to evaluate how observers integrate sensory information. In doing so, we have only scratched the surface of compound-cue decision making. Experimentally, sensitivity is only one of many possible dependent variables that we wish to measure (see below), and when performing a psychophysical task, observers may be attempting to optimize parameters other than response error (e.g., response bias Landy et al., 1995; Scarfe & Hibbard, 2011 or response time Grice, Canham, & Boroughs, 1984; Herschenson, 1962). Furthermore, in the real world observers also need to consider a range of extraneous factors, such as causation ("do both cues pertain to the same common source?"), prior information, and the relative costs/pay-offs associated with each possible response outcome. A full exposition of all these facets is beyond the scope of the present work, and interested readers are instead encouraged to consult Ref. Trommershauser et al. (2011). However, in this final section we highlight two key ways in which our understanding of compound-cue decision making can be improved by looking beyond measurements of sensitivity alone.

Fig. 16. Means of Monte Carlo simulations, showing how sensitivity (top) and ideal weights (bottom) vary when the skew of the internal noise distribution is varied, and also as the utility of the second cue (different colored curves) is varied. Each data point (100 points per curve, per level of skew) was estimated by mean-averaging over 100 independent simulations, using 2M trials per simulation (808 trials total). The signal magnitude, $\mu$, of Cue 1 was fixed at 1.0 (i.e., $d_1 = 1.0$, though, as discussed in Section 2.6, $d'$ is not technically a valid measure of sensitivity when internal noise is not additive and Gaussian). For Cue 2, $\mu$ varied from 0.5 to 1.0 between curves. The appropriate non-parametric method of sensitivity is the Area Under the (ROC) Curve [AUC]. Nonetheless, estimated $d'$ values in the combined condition were near miss to the predictions the ideal, additive, Gaussian model (dashed line, top panel; derived using Eq. (2.3.5)). Similarly, the ideal weights (those that maximized $d'_2$) approximated the predictions of the ideal, additive, Gaussian model (dashed line, bottom panel), for all but the greatest levels of skew. Furthermore, even when differences in ideal weights appear large, the consequent differences in performance was very slight (i.e., as indicated in the top panel, comparing observed performance, to the predictions of the ideal Gaussian model). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4.1. Relative weights

In Section 3.1 we saw that sensitivity alone is a relatively poor indicator of how efficiently an observer is performing, or of what their underlying decision strategy is. As a result, researchers interested in human decision-making are increasingly looking to quantify relative decision weights, \( \omega \). These indicate not only how well people are performing a given task, but also how they are performing it, and can provide additional information with which to disambiguate between models of decision making (see below).

**How to measure relative decision weights**

In practice, relative decision weights can be measured by introducing a discrepancy between the response predicted by each cue, and recording how observers respond (irrespective of whether the response is correct or incorrect). The discrepancy between cues may be a constant (Cue Conflict paradigm De Gelder & Bertelson, 2003), in which case the effect is to laterally shift the psychometric function leftwards/rightwards in favor of the more weighted cue (Fig. 17(A)). Alternatively, the discrepancy between cues may be introduced randomly, by adding uncorrelated (external) noise to each cue on a trial-by-trial basis (Reverse Correlation paradigm Dai & Micheyl, 2010; Gorea et al., 2014; Lutfi, 1995; Richards & Zhu, 1994). In this case, the relative correlation between the trial-by-trial value of each cue and the observer’s response is indexed by the correlation function leftwards/rightwards in favor of the most weighted cue (Fig. 17(B)). For example, if a certain cue strongly dictates responses, then the relative correlation (weight) will be high. Conversely, if a cue is largely ignored, then the relative correlation between cue-value and observer-response (weight) will be low. The Reverse Correlation approach can be more easily generalized to more than two cues, and since the expected disparity between each cue is zero, it may discourage observers from modifying their decision strategy due to one cue being perceived as ‘better’ (less biased) (Roach, Heron, & McGraw, 2006).

In both the Cue Conflict and Reverse Correlation paradigms described above, relative weights are computed using data from multiple trials. This provides a measure of the average reliance placed on each individual cue. However, this does not indicate what weights were used on any specific trial. In cases where relative weights are not constant across trials, these methods may therefore provide misleading results. For example, an observer who alternates, trial-by-trial, between giving full weight to each of two cues (\( P_1 = 0.5; P_2 = 0.5 \)), may appear indistinguishable from an observer who always integrates both cues on every trial, but gives equal weight to each (\( \omega_1 = 1.0; \omega_2 = 1.0 \)). One way to validate whether weight measures are valid is to reapply them to the original data, and use them to predict an observer’s trial-by-trial responses (i.e., since predicted and measured sensitivity would be different—see below). Alternatively, the presence of a nonstationary decision strategy can be evidenced by making the response measure continuous, thereby allowing weights to be estimated within a single trial. For example, if asked to point at the location of a conflicting flash-beep compound, then the relative weight given to the visual and auditory cues can be observed directly from a single response. An alternating observer will produce a bimodal distribution of responses, while the observer who maintains constant weightings will produce a Gaussian distribution of responses (Fig. 17(C)).

**Why measure relative weights**

Irrespective of precisely how they are measured, relative weight coefficients may be of interest for two main reasons. The first is that, when used in combination with sensitivity measurements, they can help to constrain the number of possible decision models. Thus, while many models may predict observed sensitivity given some combination of cues (see Table 1), generally only a small subset of models are consistent with both a particular level of sensitivity, \( d' \), and a particular set of relative weights, \( \omega \) (Fig. 18). Therefore, by independently measuring both \( d' \) and \( \omega \), the underlying decision model (and thus efficiency) can be inferred empirically, without the need to make a series of debatable assumptions.

Unfortunately, while this approach is elegant in principle, there is a practical difficulty. Namely, the amount of measurement error typically associated with estimates of both \( d' \) and \( \omega \) means that their union may fail to adequately constrain the range of possible models (Fig. 18). Thus, without uncommonly precise measures of \( d' \) and \( \omega \), it remains impossible to say with certainty precisely which model underlies performance, and therefore whether a given level of sensitivity was more or less close to ideal. Researchers looking to ensure that they have sufficient data to distinguish between rival hypotheses are encouraged to inspect the sampling distributions of \( d' \) given in Section B in the Supplemental Material.

Furthermore, the potential for an experiment to be underpowered increases as expected benefit decreases—e.g., either because cues are sub-optimally weighted (Fig. 18(B)), or because the observer is relative insensitive to the second cue (Fig. 18(C); see also Fig. 2). In either case, the difference in predicted sensitivity is further diminished between models. In this light, it is perhaps unsurprising that so many studies have found humans to act consistent with a ‘Bayesian (early-noise) ideal observer’ (Alais & Burr, 2004;
that knowledge of the underlying model is necessary in order to establish what the appropriate (ideal) weights are in the first place. Thus, for example, it is not the case that “optimally, weights are chosen to be proportional to the reliability of a given signal” (Ernst, 2006), unless one assumes that the internal noise is early, independent, and additive, and that summation is linear. To the extent that the noise is late, both cues should always be given equal weight. To the extent that the noise is correlated or multiplicative, 11 the ideal weights will vary in more complex ways. As discussed, some of these assumptions are more likely to be valid than others. Notably, deviations from normality will not tend to substantially affect the optimal weightings, though may affect the taking of measurements on a practical level (Richards & Zhu, 1994).

In principle then, neither measurements of \( d' \) or \( \omega \) alone are sufficient to estimate an observer’s efficiency. Both are required to constrain the underlying model of decision making, and neither are intelligible without knowledge of the underlying model. There are, however, two exceptions. The first is when all cues are equally useful. In that case almost all decision strategies predict equal weights, so there is no need to commit to any specific model. The second occurs when external noise is introduced to the stimuli by the experimenter. Such noise is generally assumed to be exclusively early in effect. 12 can be specified as being independent and Gaussian, and when it is great enough in magnitude will swamp the decision-process, making any internal noise negligible. Given these assumptions, the ideal weights are guaranteed to be those predicted by the early-noise model (i.e., directly proportional to reliability, Eq. (2.3.4)), and so the efficiency of the weights can be meaningfully considered independent of observed sensitivity.

### 4.2. Response times

Throughout the present paper, we have assumed that the observer’s goal is always to minimize response error. However, observers may also wish to optimize other properties of the decision making process, such as response time. A reduction in response time may thus constitute an entirely separate reason to attend to a second cue, and a second cue may thereby confer benefit even when accuracy/sensitivity in the single-cue conditions is near ceiling.

Many authors have used response time data to make inferences regarding compound-signal decision making (Grice et al., 1984; Hershenson, 1962; Hugenschmidt, Hayasaka, Peiffer, & Laurienti, 2010; Otto & Mamassian, 2012; Schröger & Widmann, 1998), and a full exposition of this literature is beyond the scope of the present work. However, it is worth noting that many commonalities exist between the approaches used to study response times, and the models of sensitivity in Section 2.

In brief, classic response-time theory posit that noisy sensory data is accumulated over time until a criterion is reached (a ‘drift-diffusion’ process Ratcliff & McKoon, 2008), at which point a decision is made. Given this framework, authors typically advance three alternative hypotheses, illustrated in Fig. 19, for how observers respond to two cues:

---

11 Or, more generally, to the extent that the system is non-linear through superadditivity, or in some other way.

12 This assumption is not necessarily correct, however. For example, it is possible to imagine a situation in which adding random jitter to the sensory inputs causes observers to also vary their ability to integrate information or maintain a stable criterion, for example due to simple confusion or perceptual load. Evidence against strategy changes can be found in Pelli (1990). Evidence for strategy changes (for some, but not all types of noise) can be found in works by Allard and Cavanagh (2011, 2012) and Allard and Faubert (2013).
Fig. 19. Example response-time analysis. Markers show simulated single-cue performance (squares, circles), and two-cue performance (triangles). Shaded regions show predicted two-cue performance for three models of decision making. The solid black line represents Miller’s Bound (or: ‘the Race Model Bound’), which is defined as the sum of the two single-cue cumulative probability density functions (for details, see Refs. Miller, 1982 and Urich et al., 2007). Miller’s Bound constitutes a nonparametric model of the greatest improvement over single-cue performance that could be achieved if each cue were processed independently (i.e., were combined through probability summation alone). In the data shown here, the simulated observer’s response times in the compound condition (triangles) exceed Miller’s Bound, so are consistent with coactivation.

1. The observer responds based upon a single cue only. In this case, response times will be no quicker than response times in the faster single cue condition. This is equivalent to the 1-look model for response-accuracy presented in Section 2.1.

2. The observer responds based upon whichever random walk reaches threshold first. In this case, response times will, by chance, tend to be faster than in either single-cue condition, but should never exceed the sum of both (Miller’s Bound; Fig. 19, black line). This represents probability summation of response times, and is equivalent to the 2-look accuracy model presented in Section 2.2.

3. Evidence from both cues ‘coactivate’ some central decision-making process (i.e., evidence from both is accumulated together within a single random walk). In this case, response times in the two-cue condition may reduce by more than the sum of the single-cue conditions. (Typically, no parametric predictions are made, though are possible if assumptions are made regarding the underlying error distribution and sampling rate.) In its non-parametric form, this hypothesis is a superset of all the models presented in Section 2.3 onwards.

In short, decision-models of response times have typically attempted to *address the basic questions* as decision-models of sensitivity, and many studies of response times neatly parallel those of sensitivity (see, for example, Ref. Nardini et al., 2010) for a study of sensitivity that explicitly attempts to disambiguate between the three hypotheses shown graphically in Fig. 19). In doing so, studies of response times also suffer from the same theoretical caveats (e.g., failure to exceed Miller’s Bound does not rule out more powerful ‘coactivation’ models, unless one assumes independent noise and unlimited processing capacity), as well as many of the same practical limitations (e.g., relatively small differences in effect size between models). As a dependent measure, response times are also complicated by their relative volatility. Thus, researchers often find it necessary to exclude outliers empirical estimates below and/or above an arbitrary threshold. Such trimming can in turn introduce non-trivial artifacts into the data, which, if not corrected for, can lead to fallacious conclusions (Rach, Diederich, Steenken, & Colonius, 2010).

practical reasons, many authors therefore to prefer measures of sensitivity over response times.

Recently, however, there has been interest in response time data, for two, related reasons. Firstly, because many sensory decisions intuitively represent a trade-off between speed and accuracy. This is most obviously the case in situations where the stimulus duration is under the participant’s control, but trade-offs may even occur with brief stimulus presentations, given that evidence continues to be accumulated even after the physical input is removed (e.g., as evidenced by physiological recordings Schall, 2001, and by backward masking Breitmeyer & Ogmen, 2000). Thus, an observer may choose to spend less time gathering evidence at the cost of decreased accuracy, or may deliberate longer to improve accuracy. A number of models have been proposed to account for speed/accuracy trade-off (see Refs. Drugowitsch, DeAngelis, Klier, Angelaki, & Pouget, 2014; Palmer, Huk, & Shadlen, 2005; Ratcliff & Smith, 2004), and these can, for example, reveal highly efficient decision-process even in situations where response accuracy in the multi-cue condition did not improve significantly (Drugowitsch et al., 2014).

Secondly, response times may be of interest because they can provide additional information to complement sensitivity metrics. Thus, a recurring conclusion of the present work is that it can be remarkably difficult to distinguish between competing models of decision making, based on accuracy alone (e.g., see final column of Table 1). Often, however, differences in accuracy are comorbid with differences in response time. For example, age-related sensory decline is characterized by both slower and less accurate responses. Combining both response times and accuracy into a single unified measure – such as in the non-parametric ‘integration coefficient’ proposed by Altiere, Townsend, and Wenger (2014) and Townsend and Altiere (2012) – might therefore provide a more sensitive test of cue-combination ability. Currently, however, the data are lacking to conclusively validate such a compound measure.

Acknowledgments

The author thanks Joshua Solomon for comments on an earlier draft. This work was supported by the Special Trustees of Moorfields Eye Hospital (#ST 12 03 C), and by the NIHR Biomedical Research Centre at (both) Moorfields Eye Hospital and the UCL Institute of Ophthalmology (#Moorfields BRC2_010).

Appendix A. Supplementary data

Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.jmp.2016.04.006.

References


