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Introduction

It is a fundamental question whether we need to take into consideration random fluctuations in our attempt to describe the nature. There are several reasons in favor of this stochastic approach. Our common-day experience shows that noise or fluctuations are present in every experimental measurement. This happens because real systems are sometimes embedded in the complex environment, which is very often of an irregular fluctuational structure (Fig. 1). In this case stochastic formulation of the problem is usually more elegant and apparently simple. One typical example for this situation is a movement of small pollen grains suspended in water. This phenomenon is called *Brownian Motion* [66] due to the fundamental pioneering work of Robert Brown in 1827. The simplicity of stochastic models is especially actual for climate research because to describe ocean or atmosphere dynamics one needs thousands of deterministic equations. Including noise can decrease the number of model equations and, hence, significantly speed up the solution and make forecasting more commercially profitable. On the other hand, fluctuational terms may be needed if we study a dynamics of some isolated particle in a potential, which has a local minimum. Without external forces the particle will never escape from this local minimum of the potential. To describe this escape we have to include noisy or fluctuational terms in equations (Fig. 1). An interesting example, illustrating this point, and discussing the possible causes of the Permian extinction which some 225 million years ago wiped out more than 80 percent of all species living at that time, can be found in [81]. However, it would be misleading to consider stochastic approaches as bridging between phenomenological models and microscopic description of statistical mechanics. Recent investigations show the growing interest in mesoscopic descriptions of nature, also in interdisciplinary research, and prove that fluctuations in nonlinear systems may also play the key role in nonlinear dynamics [174].

Usually noise destroys the order in the system (Fig. 2), or serves as a nuisance in the communication or any signal transmission. The street noise decreases the quality of the lecture, we suffer from noise watching the TV, or loud music does not give us the possibility to sleep. Mathematically this influence of noise consists in the fact that noise destroys the ordered structure of the trajectory. This influence of noise is illustrated in Fig. 3, where the attractors for the well-known Van-der-Pol oscillator [100] and the Lorenz model [100] are shown without noise and after adding a noisy term in the equations. It can be clearly seen that the ordered structure of the limit cycle or chaotic attractor is destroyed by adding noise. This is the usual and logical action of random fluctuations on the system.

However, intensive investigations, performed in the last three decades, have shown that
under certain conditions the influence of noise can be very counterintuitive, and noise can also induce ordering in nonlinear nonequilibrium systems. Now it is a well established fact, that there are many phenomena, which demonstrate noise-induced order in nonlinear systems far from equilibrium. In these phenomena the energy of noise can be used for constructive purposes in contrast to the usual role of noise as nuisance. It is very important to note, that mechanisms responsible for the appearance of noise-induced order are present in biological systems, and can be even considered as the evolutionary adaptation in living creatures. A nice example for this is a recent experiment on the stochastic resonance in sensory nervous system of a paddlefish [169]. In this experiment, the paddle fish was swimming in the aquarium, detecting the electrical signals from the planktonic prey *Daphnia* and feeding itself by capturing *Daphnia*. Some additional electric noise, supplied by putting two electrodes in the aquarium has helped the paddlefish to detect the location of the planktonic prey. As a consequence, the increase of the noise intensity resulted in the better detection. Additional investigations have shown that the detector equipment of paddlefish is tuned to use the noise from sea and planktonic conglomerations in the most optimal way.

Additionally, mechanisms of noise-induced order can be found not only in the biological systems, but also in human cognition. The effect of stochastic resonance has been found in the speed of the memory retrieval in the presence of noise[191]. The idea of the experiment was to measure the speed of memory retrieval for arithmetical multiplication rules. The average response time has been found to be minimal for some optimal noise. This result can be interpreted as a manifestation of stochastic resonance. This can be also the reason why several people prefer hearing music during the work, where they need their memory. Moreover, noise-induced phenomena have been found directly in the human brain’s visual processing area: it has been found [133] that light noise, sent to one eye, improves the processing of a periodic signal, which is sent to another eye of a human subject. In what follows we are going to review state-of-the-art in the investigation of noise-induced phenomena.
0.1. REVIEW OF NOISE-INDUCED EFFECTS

![Diagram: Increase of noise intensity leading to disordering of the system.](image)

Figure 2: Usually the increase of noise intensity leads to disordering of the system. In contrast to this situation, in noise-induced effects the increase of noise may result in ordering, e.g. in synchronization with a signal or appearance of a new ordered phase.

0.1 Review of noise-induced effects

Numerous theoretical and experimental works demonstrate that there are really many nonequilibrium systems which demonstrate phenomena manifesting noise-induced ordering. Among these phenomena we can emphasize several basic ones, such as stochastic resonance (SR) [21, 53], noise-induced transitions (NIT) [81, 65][11*], coherence resonance [150], or noise-induced transport in ratchets[122, 162]. This classification does not pretend to be complete, because there are various modifications and extensions of these basic phenomena (e.g. resonance activation [39] or noise-induced pattern formation[146]). On the other hand there are phenomena which possess properties of different groups from this classification. Two interesting examples may illustrate this point: a synthesis of a ratchet mechanism and noise-induced phase transition [163], and a synthesis of stochastic resonance and noise-induced transition [5*].

I start with stochastic resonance (SR), which is one of the most bright examples of noise-induced phenomena. In general case of SR, optimal amount of noise improves synchronization of the system output with input, and this improvement has resonant-like character versus the noise intensity, giving the name to SR (Fig. 4). In the classical situation SR (for review see [53], [10] and [74]) consists in the optimization of the bistable system response by noise. The term stochastic resonance has been introduced by Benzi, Sutera and Vulpiani [21, 47, 141], when they were exploring a model of a bistable oscillator proposed for explanation of the periodic recurrences of the Earth’s ice ages. Two wells of the bistable potential represented the ice period and the optimal normal climate of the Earth. The periodic force referred to the oscillations of the eccentricity of the Earth’s orbit. The problem was that according to estimations, the actual amplitude of the periodic force is far too small to force the system to switch from one state to another one. The possibility of hops has been achieved by the introduction of additional random force, i.e. noise, which induced transitions from one potential well to another by surmounting the potential barrier of the system. In 1983, SR has been studied experimentally in the Schmitt trigger system, where the Signal to Noise Ratio (SNR) was first used to describe the effect [48]. It has been shown that there is an optimal noise level at which the periodic component of the output is maximized because the SNR of the Schmitt trigger with increasing noise intensity passes through a maximum and then decreases. SR has proven to be a very general phenomenon and there are several classifications...
Figure 3: Usually adding noise in the model equations destroys the order of the trajectory structure. Top pictures: the Van-der-Pol oscillator, described by the eqs.: $\ddot{x} - 0.2\dot{x}(1 - x^2) - x = \epsilon\xi(t)$, without noise $\epsilon = 0$ (left) and with noise $\epsilon = 10$ (right). Bottom pictures: the same for the Lorenz model, which demonstrate deterministic chaos, and described by eqs.: $\dot{x} = p(y-x), \dot{y} = xz + rx - y + \epsilon\xi(t), \dot{z} = xy - bz$. Without noise $\epsilon = 0$ (left), and with noise $\epsilon = 40$ (right). The remaining parameters are: $p = 10, b = 8/3, r = 28$.

1. With respect to the different situations and applications: SR has been found in in a ring laser [125], in analog systems [35, 54, 55, 56, 57] [58, 59, 70, 71, 72, 135, 211] in magnetic systems [45], in passive optical bistable systems [41], in systems with electronic paramagnetic resonance [60], in experiments with Brownian particles [180], in experiments with magnetoelastic ribbons [185], in a tunnel diode [121], in superconducting quantum interference devices (SQUIDS) [79], and in ferromagnetics and ferroelectrics [148, 137]. SR has been also observed in chemical systems[109, 42, 80], in visual perception [164, 165, 181] and even in social models [14] as well. As it was already discussed above, SR has been found in the behaviour of paddlefish[169] and in human cognition [191].

2. With respect to the class of the system: SR has been found in many different systems, e.g. in monostable [186], excitable [203], non-dynamical [69], nonpotential [9], and thresholdless [22] systems, and in systems with transient noise-induced structure [52].

3. With respect to the form of a signal: SR has been found for periodic signal [53], digital
or aperiodic signals [17, 18, 16], or in systems without signal [83].

4. With respect to different kinds of noise: SR has been investigated for white noise [53], colored noise [140], chaotic signal [182], or even high-frequency periodic signal, which played the role of noise [104].

Noteworthy, the effect of stochastic resonance can be extended for the case of spatially distributed systems as spatiotemporal stochastic resonance [123, 199], array enhanced stochastic resonance [112], or stochastic resonance in extended bistable systems [205, 23]. Noise-induced propagation is another effect, which is closely related to the effect of stochastic resonance, i.e. can be interpreted as nontrivial spatial extension of stochastic resonance. In this effect the propagation of a harmonic signal through an unforced system is increased for an optimal intensity of the additive noise. Noise-induced or noise-enhanced propagation has been reported in bistable or excitable medium [111, 209, 92, 15, 63, 147, 168].

![Figure 4: A scheme of stochastic resonance: optimal intensity of noise leads to the synchronization between input and output of the system](image)

**Noise-induced transition** is an effect in which changing the noise intensity causes the transition to the new state, which is qualitatively different from the previous one. This difference can be estimated by the corresponding order parameter (Fig. 5). Noise-induced transitions in nonequilibrium systems can be considered as a generalization of phase transitions in thermodynamic equilibrium systems. Tracing the analogy between such equilibrium phase transitions and nonequilibrium noise-induced transitions, one can say, that the noise intensity plays the role of the temperature of the system, and the order parameter determines the phase of the system [75]. Noise-induced transitions (NIT) can be classified into three main groups:

1. NIT which lead to the appearance of additional extrema (maxima) in the system’s probability distribution,
2. NIT which lead to the excitation of oscillations,
3. NIT in spatially extended systems, which lead to breaking of symmetry and the creation of a mean field.
NIT, which lead to the appearance of additional extrema (maxima) in the system’s probability distribution (for the review see the book [81]) or disappearance of old ones [49], occur in zero-dimensional systems with multiplicative noise. Such transitions have been investigated in the Verhulst model to study the dynamics of population growth in biological systems [81], in the genetic model to describe the genotype dynamics in the fluctuational environment ([81] and experimentally in [183]), in chemical reactions under the action of the fluctuating light [32] and in bistable systems [166]. Additionally, NIT of this type have been found experimentally in an electrical parametric oscillator [90, 91] and in analog circuits [89, 183]. The mechanism, responsible for these NIT, is the fact, that multiplicative noise changes the “stochastic” potential, which effectively governs the behaviour of the system. For such transitions the order parameter will be the location of extrema in the system probability distribution.

![Diagram](image)

Figure 5: Noise-induced transition: changing the intensity of noise, which plays the role of temperature, results in qualitative change of the order parameter, which can be the extremum in the system probability distribution, an amplitude of oscillations, or a mean field.

NIT which lead to the excitation of oscillations (for the review see [100, 103, 102]), appear in oscillatory systems, for example, in the pendulum with randomly vibrated suspension axis [25°]. In this case, the order parameter is the average of the instantaneous amplitude of oscillations or average of its square. If the noise intensity is below its critical value, there is no oscillations in the system, but if the noise intensity is increased above the critical value, oscillations are excited. Hence, the reason of these NIT is the parametric excitation of oscillations, performed by multiplicative noise, which changes the frequency of the system in the random way. In addition to mechanical systems, this type of NIT can be found in nonlinear models, which describe the dynamics of childhood epidemics [24°][11°]. Noteworthy, that noise-induced oscillations possess the property of on-off-intermittency [20°] and can be controlled by additional periodic action [21°][156]. Finally, there exist a hypothesis, that such NIT occur in open subsonic submerged jets in the appearance and evolution of the turbulence [101][15°]. In particular, it can be especially potential for applications, that turbulence as noise-induced oscillations can be controlled by a periodic additional force (acoustic wave or sound).
0.1. REVIEW OF NOISE-INDUCED EFFECTS

NIT which lead to breaking of symmetry and the creation of a mean field (for review see [65]) occur in spatially extended systems, e.g. in systems of noisy coupled nonlinear oscillators. In this case the order parameter, which determines a phase of a system, is the mean field. In 1979 Mikhailov reported a noise-induced phase transition of this type in a biological system with diffusion [129]. In [62, 195, 64, 196] generic models, in particular Ginzburg-Landau equation, which demonstrate the noise-induced transition and formation a mean fields, have been considered. If oscillators in these models are coupled via the especial form of coupling, *a la* Swift-Hohenberg, then a transition will lead to the formation of spatially ordered patterns [146]. Noteworthy, the effect of colored noise is crucial for these transitions, because additional memory of noise is disordering a system [119, 120]. A mechanisms, which are responsible for these transitions, namely, a joint action of multiplicative noise and coupling, are described in [196] and [172]. With respect to experimental application of the theory of these noise-induced transitions, the understanding of these NIT will certainly help in the investigation of liquid nematic crystals [93, 207], of noise-induced bistability in Helium-IV [73], in electronic circuits [1], as well as in systems, which demonstrate noise-induced shift of the phase transition, e.g., in: photosensitive chemical reactions [128, 32], or Rayleigh-Bénard convection [127].

The effect of **coherence resonance** (CR) is another manifestation of the noise-induced order, in which noise shows the surprising ability to increase level of periodicity in the output of the nonlinear nonequilibrium system (Fig. 6). CR has been reported in different kinds of systems, in particular, it has been found that some noise amplitude exists at which the coherence of spiking in the output of the system can be significantly enhanced in an isolated Fitz-Hugh-Nagumo (FHN) system [150], in the Hodgkin-Huxley [106] and Plant/Hindmarsh-Rose neuron models [115], and in dynamical systems close to the onset of bifurcations [138] (note also experimental verifications of CR in optical systems [68]). In addition, CR has been found in the behaviour of a dynamical system, which shows jumps between several attractors [144]. Hence, two basic mechanisms of CR have been reported, CR in excitable systems via the competition between the constant excursion time and waiting time, which in optimal regime is negligibly small, and CR in a system with two attractors via jumps of the trajectory between these attractors after one period of being on each of them.

In recent years, there has been a great interest in the CR behaviour of spatially extended
systems consisting of many interacting elements[77, 139]. It has been shown that matching the noise-related characteristic time scales of the coupled excitable elements results in noise-induced synchronization regimes very similar to those for coupled limit cycles (for the review on synchronization phenomena see [151]). Moreover, array-enhanced CR has been reported, in which constructing an array of coherence-resonance oscillators significantly improves the periodicity of the output [82, 210]. It is important to note that understanding of CR mechanisms is very important for the modelling of the generation of different rhythms in the description of several natural processes, such as locomotion [29] or playing piano [44].

Figure 7: Stochastic transport in ratchets: noise induces directed motion of particles in the periodic asymmetric potential, which is harmonically changed.

Stochastic transport in spatially extended systems with a periodic asymmetric potential far from equilibrium, or ratchets (Fig. 7), is still a very actual topic in the investigation of noise-induced effects (for the review see [162]). In 1963 Feynman has predicted that in the presence of a second heat bath a ratchet effect will manifest itself [50]. Further on, previously known results in the frame of the concept of molecular motors and pumps [85, 177, 178], have been developed in numerous works on ratchet effects [24, 192, 107, 30, 12, 13, 190, 202]. Ratchet effect in the form of voltage rectification by a dc-SQUID in the presence of a magnetic field and an unbiased ac-current has been experimentally observed and theoretically interpreted in [34, 33, 20]. Two main ratchet scheme have been mainly investigated, tilted ratchet [117] and on-off ratchet [8]. A synthesis of a noise-induced phase transition and a ratchet effect has been considered in [163]. Up to now ratchets belong to the actual topic of modern physics [173, 25, 161, 105, 145].

0.2 The aim and content of this work

Despite really intensive investigations, carried on in the last three decades, not all mechanisms, responsible for the appearance of noise-induced order have been discovered and analyzed. Especially interesting are situations, in which a system is under the action of several noise sources, e.g. an interplay between additive and multiplicative noise can be observed. In particular, it is still not clear which role can be played by additive noise in the effect of noise-induced transitions or noise-induced phase transitions, usually induced by multiplicative noise. Also it has not been investigated, that noise-induced order can occur due to the scenario, in which the role of noise is twofold: first noise creates the necessary feature in
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the system, and then this feature is used by noise to induce the order. The question which
naturally arises in this considerations is: is it possible to generalize noise-induced resonant
phenomena for systems which do not have necessary features? Hence, the problem is whether
we can observe noise-induced phenomena due to this property which is also induced by noise
and, therefore, use the energy of noise even more efficiently. We call these phenomena as
doubly stochastic effects (DSE), and investigate whether one can apply this concept to ba-
sic noise-induced phenomena, such as stochastic resonance, noise-induced propagation, or
coherence resonance. Doubly stochastic effects also occur due to the interplay between mul-
tiplicative and additive noises, and hence this problem is closely related to the investigation
of the role of additive noise in transitions, which are induced by multiplicative noise. To be
complete, it is necessary to note that for ratchets, some kind of DSE have been found in
[163]. Finally, there are many other noise-induced effects and effects related to the action of
the noise, which have not been investigated. This was the motivation of the present research,
and hence, the aim of this work is the investigation of nonlinear systems under the action
of multiplicative and additive noise for the determination of new mechanisms responsible for
the appearance of noise-induced order, especially via doubly stochastic effects, and for finding
the appropriate applications of these effects.

According to this aim the following problems are considered in this work:

1. we study the effect of additive noise in noise-induced transitions,
2. we study doubly stochastic effects: doubly stochastic resonance, noise-induced propaga-
tion in monostable media, and doubly stochastic coherence,
3. we study new effects: noise-induced frequency selection of the propagation frequency,
vibrational resonance in a noise-induced structure, system size resonance in coupled
noisy systems, and coherence resonance in inhibitory coupled excitable oscillators,
4. we study possible applications for these findings, in particular, we design the electronic
circuit for doubly stochastic resonance, we study experimentally coherence resonance
via noise-induced symmetry, and we study experimentally a vibrational resonance in
bistable systems.

The research presented in this work is organized as follows. This work is devoted to the
investigation of new mechanisms responsible for the noise-induced ordering in nonlinear sys-
tems, to the development of the concept of doubly stochastic effects, and to some new effects,
which demonstrate the counterintuitive ability of noise to induce order in nonequilibrium sys-
tems. In the first chapter we start with the investigation of the role of additive noise in
noise-induced transitions. If we deal with noise-induced transitions, usually only multi-
plicative noise or the joint action of multiplicative noise and coupling is responsible for the
appearance of the transition. In noise-induced transitions, which lead to the appearance of
new maxima in the system probability distribution, the transition happens, because due to
the multiplicative noise some additional terms appear in the "stochastic" potential, which
governs the behaviour of the system[81]. In noise-induced transitions, which lead to the exci-
tations of oscillations, the transition occurs due to the parametric action of the multiplicative
noise[102]. In noise-induced transitions, which lead to the breaking of symmetry and creation
of the mean field, the transition occurs again due to the multiplicative noise which induces
short-time bistability, and then due to coupling, which freezes a system in this bistable state
[65]. Meanwhile additive noise can also play a crucial and very nontrivial role in the effect of
noise-induced transition [11*,24*,19*,18*]. First, we investigate a transition in the presence
of additive noise in a pendulum with randomly vibrated suspension axis. We show that ad-
dditive noise smoothes a transition and influences the effect of on-off intermittency, which is
a characteristic feature of noise-induced oscillations [11*,20*]. Then, on the model, which
describe the behaviour of childhood epidemics, we show that additive noise is able to sta-
bilize noise-induced oscillations, which appear as a result of noise-induced phase transition
[11*]. Finally, we show that additive noise itself can induce a phase transition in the spa-
tially extended system of coupled noisy oscillators. This transition, induced by additive noise,
can be of the second- [19*] and first-order [12*]. In the latter case, the order parameter ,
here a mean field, is a discontinuous function of the noise intensity. If the oscillators coupled
via a coupling a la Swift-Hohenberg, then additive noise can induce a formation of spatially
ordered patterns, as a result of noise-induced phase transition [18*].

![Diagram of Noise Stochastic Effects](image)

**Figure 8:** A concept of doubly stochastic effects: noise creates a property of the system which
is used by another noise to induce the effect in the nonlinear nonequilibrium system. Usually
it occurs due to the interplay between multiplicative and additive noise.

After an investigation of new mechanisms, which causes noise-induced order in systems
via phase transitions, in the second chapter we develop **a concept of doubly stochastic
effects** (Fig. 8). The idea of this concept is the following. Usually, if we observe noise-induced
order in an nonlinear system, it occurs due to the presence of some intrinsic property of
a system, which works as a mechanism of a noise-induced phenomenon. For example, in
the effect of stochastic resonance this feature is a threshold, which presents in the system.
Coming noise interacts with this feature, and we observe a noise-induced order. Meanwhile,
this mechanism, responsible for the noise-induced effect, can be also induced by noise. In this
case we deal with doubly stochastic effect, in which noise-induced order appears according to
the scenario, when noise-induced order is created in a system due to the feature, which was,
in its turn, also induced by noise. This is the idea of the concept of doubly stochastic effects.
Certainly, in such effects, the energy of noise is used more efficiently, because it is used not
only for the noise-induced ordering, but also for the mechanism, which is used in this process.
The first effect, which has been found and investigated by us in frames of this concept is doubly stochastic resonance [5*]. In this effect, multiplicative noise induces bistability in the spatially extended system via a phase transition, and additive noise optimizes a signal processing, i.e. synchronizes output with input, in this bistable system due to the principle of stochastic resonance. To suggest a possible experimental implementation of doubly stochastic resonance, we have designed a simple electronic circuit [4*]. The idea of doubly stochastic effects can be developed not only for effects, based on the principle of stochastic resonance, but also for coherence resonance effects. To do this, we consider the effect of doubly stochastic coherence, which demonstrate a periodicity via noise-induced symmetry [34*]. It is important to note that usually noise is able only to destroy a symmetry, as it happens in noise-induced phase transitions. In contrast to this situation, in doubly stochastic coherence, multiplicative noise induces a symmetry in the system, and then this symmetry helps to generate a periodic output due to additive noise. We study doubly stochastic coherence on the paradigmatic model, explain its behaviour by the consideration of an “effective” model, and finally confirm these idea by experimental measurements on the electronic circuit.

As discussed above, SR can be extended for the case of spatially extended systems, as the effect of noise-induced or noise-enhanced propagation. Nevertheless, these effects have been observed only in bistable or excitable media, and not in deterministically monostable media, which certainly describe a rather wide class of systems. Application of the concept of doubly stochastic effects leads to the discovery of new effects in noise-induced propagation. We discuss one of such effect in the third chapter, where we describe a noise-induced propagation in monostable media [3*]. The idea of this effect is the following. First, a joint action of multiplicative noise and coupling induces a bistability in the spatially extended system via a noise-induced phase transition. Then additive noise is able to enhance a propagation of a periodic signal through this system. Interesting that propagation of a signal does not destroy a bistability, which is a collective effect. Discussing noise-induced propagation, we study also another effect, which is related to the concept of doubly stochastic effects. Namely, we study a propagation of a bichromatic signal through a bistable media in the presence of noise, and find that under certain conditions noise is able to select a propagation frequency.

In the fourth chapter we study noise-induced effects and resonant effects in the presence of noise, some additional new effects, which have been investigated during the development of the concept of doubly stochastic effects. We start with the investigation of vibrational resonance in a noise-induced structure [7*]. In this effect, an addition of high-frequency optimizes a response of the system at the frequency of a low frequency signal, due to the bistability, which has been created by joint action of multiplicative noise and coupling. The effective model, responsible for this effect, is also studied experimentally on the electronic circuit [7*]. Further on, we study a new effect, which appear only in the presence of noise, namely, system size resonance [153]. The effect consists in the fact, that when a small periodic force on the ensemble of coupled noisy systems, the linear response of the system has a maximum at a certain system size, similar to stochastic resonance phenomenon. This effect can be observed if we change a size of a system of coupled bistable oscillators, but, in particular, this effect can be also demonstrated for systems with noise-induced bistability. After that, we study a coherence resonance in a system of coupled noisy excitable elements,
based in the new mechanism [5*]. For this we consider a system of two or three excitable oscillators with inhibitory coupling. A new mechanism of noise-induced periodic output is based on anti-phase motion of coupled oscillators, whereas for other mechanisms of coherence resonance in spatially extended systems, in-phase movement was necessary. In the last chapter we summarize the results, obtained in this work, and discuss possible direction of the future research.
Chapter 1

Additive noise in noise-induced nonequilibrium transitions
CHAPTER 1. ADDITIVE NOISE IN NOISE-INDUCED NONEQUILIBRIUM TRANSITIONS
As mentioned in the introduction doubly stochastic effects occur in a nonlinear system due to the interplay between two noise sources, usually sources of multiplicative and additive noise. One noise induces a new state in the system or a new property of the system, and other noise uses this new state to work out noise-induced effect. The effect of noise-induced transition already consists in the creation of the new state or in the transition to the new state. Hence, logically the question arises, what additionally can happen, if we have two noise sources in the system. Since usually transitions are induced by multiplicative noise, we formulate the problem as follows: what is the role of additive noise in transitions, which occur in nonlinear systems due to the action of multiplicative noise. We start with a study of the transition which leads to noise-induced oscillations and happens in a pendulum with randomly vibrated axis. This model can be considered as a paradigmatic model for such a transition, besides, a pendulum is a classical and universal object of investigation in theoretical physics.
CHAPTER 1. ADDITIVE NOISE IN NOISE-INDUCED NONEQUILIBRIUM TRANSITIONS
1.1 Transitions in the presence of additive noise. On-off intermittency

A pendulum with randomly vibrated suspension axis is a typical example of oscillatory system, in which parametric action of noise can lead to the excitation of oscillations via a second-order phase transition \([25^*,24^*,11^*]\). In this case the intensity of multiplicative noise plays the role of temperature and the average amplitude is the order parameter. Here we discuss the question what happens if additionally additive noise is acting upon the system. Therefore we consider a pendulum whose suspension axis is vibrating in the direction making the angle \(\gamma\) with respect to the vertical (Fig. 1.1). As shown in \([11^*]\), for moderately small vibrations of a suspension axis, i.e. in the presence of additive noise, the equation of motion can be written as follows:

\[
\ddot{\varphi} + 2\beta (1 + \alpha \varphi^2) \dot{\varphi} + \omega_0^2 (1 + \xi_1(t)) \sin \varphi = \omega_0^2 \xi_2(t),
\]

where \(\varphi\) is the pendulum angular deviation from the equilibrium position, \(\omega_0\) is the natural frequency of small free pendulum’s oscillations, \(\beta\) is the damping factor, \(\alpha\) is the coefficient of nonlinear friction, \(\xi_1(t)\) and \(\xi_2(t)\) are comparatively broad-band random processes with zero mean values.

We assume that the suspension axis vibration is moderately small in amplitude, i.e. the pendulum oscillations can be considered small enough for \(\varphi\) to be substituted in place of \(\sin \varphi\) in Eq. (1.1).

We start with an approximate analytical solution of this problem, which can be obtained from the assumptions that \(\beta/\omega_0 \sim \varepsilon\), \(\xi_1(t) \sim \sqrt{\varepsilon}\), and \(\xi_2(t) \sim \sqrt{\varepsilon}\), where \(\varepsilon\) is a certain small parameter which should be put equal to unity in the final results. Eq. (1.1) can then be solved by the Krylov–Bogolyubov method; to do this we set \(\varphi = A(t) \cos \psi(t) + \varepsilon u_1 + \ldots\), where \(\psi(t) = \omega_0 t + \phi(t)\),

\[
\dot{A} = \varepsilon f_1 + \ldots, \quad \dot{\phi} = \varepsilon F_1 + \ldots,
\]

(1.2)

\(u_1, \ldots, f_1, \ldots, F_1, \ldots\) are unknown functions. By using the Krylov–Bogolyubov technique for stochastic equations (see \([187]\)), we find expressions for the unknown functions \(f_1\) and \(F_1\). Substituting these expressions into Eqs. (1.2) we obtain

\[
\dot{A} = -\beta \left(1 + \frac{3}{4} \omega_0^2 A^2\right) A + \omega_0 g_1(A, \psi(t), \xi_1(t), \xi_2(t)),
\]

(1.3)

\[
\dot{\phi} = \omega_0 g_2(A, \psi(t), \xi_1(t), \xi_2(t)),
\]

(1.4)

where

\[
g_1(A, \phi, t) = \frac{A}{2} \xi_1(t) \sin 2\psi(t) - \xi_2(t) \sin \psi(t),
\]

\[
g_2(A, \phi, t) = \xi_1(t) \cos^2 \psi(t) - \frac{1}{A} \xi_2(t) \cos \psi(t),
\]

the bar over the expression denotes averaging over time.
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Figure 1.1: A scheme of a pendulum with randomly vibrated suspension axis. The direction of this vibration is not vertical, and this provides additive noise in the model equation.

As follows from [187], the Fokker–Planck equation associated with Eqs. (1.3), (1.4) is

$$\frac{\partial w(A, \phi, t)}{\partial t} = -\frac{\partial}{\partial A} \left[ \left( -\beta \left( 1 + \frac{3}{4} \omega_0^2 A^2 \right) A \omega_0^2 R_1 \right) w(A, \phi, t) \right] - \omega_0^2 R_2 \frac{\partial w(A, \phi, t)}{\partial \phi} + $$

$$+ \frac{\omega_0^2}{2} \left\{ \frac{\partial^2}{\partial A^2} \left( \left( K_{11} + K_{12} \right) A \right) w(A, \phi, t) \right\} + \left( K_{21} + K_{22} \right) \frac{\partial^2 w(A, \phi, t)}{\partial \phi^2},$$

(1.5)

where

$$R_1 = \int_{-\infty}^{0} \left( \frac{\partial g_1(A, \phi, t)}{\partial A} g_1(A, \phi, t + \tau) + \frac{\partial g_1(A, \phi, t)}{\partial \phi} g_2(A, \phi, t + \tau) \right) d\tau,$$

(1.6)

$$R_2 = \int_{-\infty}^{0} \left( \frac{\partial g_2(A, \phi, t)}{\partial A} g_1(A, \phi, t + \tau) + \frac{\partial g_2(A, \phi, t)}{\partial \phi} g_2(A, \phi, t + \tau) \right) d\tau,$$

(1.7)

the angular brackets denotes averaging over the statistical ensemble,

$$K_{11} = \frac{1}{2} \kappa_{x_1}(2\omega_0), \quad K_{12} = \frac{1}{2} \kappa_{y_1}(\omega_0),$$

(1.8)

$$K_{21} = \frac{1}{4} \left( \kappa_{x_2}(0) + \frac{1}{2} \kappa_{x_1}(2\omega_0) \right), \quad K_{22} = \frac{1}{4} \left( \kappa_{x_2}(0) + \frac{1}{2} \kappa_{y_1}(\omega_0) \right),$$

(1.9)

and

$$\kappa_\xi(\omega) = \int_{-\infty}^{\infty} \langle \xi(t) \xi(t + \tau) \rangle \cos \omega \tau d\tau$$

is the power spectrum density of the process $\xi(t)$ at the frequency $\omega$.

Let us now calculate the integrals (1.6) and (1.7) taking account of the expressions for $g_1$ and $g_2$. The resulting integrals can be evaluated by means of theorems of the theory of probability and statistical physics.
and \(g_2\). As a result we obtain:

\[
R_1 = \frac{3A}{8} \int_{-\infty}^{0} \langle \xi_1(t) \xi_1(t + \tau) \rangle \cos 2\omega_0 \tau d\tau + \frac{1}{2A} \int_{-\infty}^{0} \langle \xi_2(t) \xi_2(t + \tau) \rangle \cos \omega_0 \tau d\tau \\
= \frac{3K_{11}}{8} + \frac{K_{12}}{2A},
\]

(1.10)

\[
R_2 = \frac{1}{4} \int_{-\infty}^{0} \langle \xi_1(t) \xi_1(t + \tau) \rangle \sin 2\omega_0 \tau d\tau - \frac{1}{A} \int_{-\infty}^{0} \langle \xi_2(t) \xi_2(t + \tau) \rangle \sin \omega_0 \tau d\tau.
\]

(1.11)

The value of \(R_2\) depends on the characteristics of the random processes \(\xi_1(t)\) and \(\xi_2(t)\): if they are white noises then \(R_2 = 0\); but if, for example, \(\xi_2(t)\) is white noise and \(\xi_1(t)\) has a finite correlation time and its power spectrum density is

\[
\kappa_{\xi_1}(\omega) = \frac{a^2 \kappa_{\xi_1}(2\omega_0)}{(\omega - 2\omega_0)^2 + a_1^2},
\]

then

\[
R_2 = -\frac{a_1 \omega_0 \kappa_{\xi_1}(2\omega_0)}{4(16\omega_0^2 + a_1^2)}.
\]

It should be noted that in this case \(R_2\) is negative, that results in a decrease of the mean oscillation frequency with an increase of noise intensity. The Langevin equations which can be related to the Fokker-Planck equation (1.5) in view of (1.10) and (1.11) are presented the following:

\[
\dot{A} = \beta \left( \eta - \frac{3a^2}{4} \omega_0^2 A^2 \right) A + \frac{6\omega_0^2}{2A} K_{12} + \frac{\omega_0}{2} A \zeta_{11}(t) + \omega_0 \zeta_{12}(t),
\]

(1.12)

\[
\dot{\phi} = \omega_0^2 M + \omega_0 \left( \frac{\zeta_{21}(t)}{A} + \frac{\zeta_{22}(t)}{A} \right),
\]

where \(\zeta_{11}(t), \zeta_{12}(t), \zeta_{21}(t),\) and \(\zeta_{22}(t)\) are white noises with zero mean value and uncorrelated with \(A\). The intensities of these noises are \(K_{11}, K_{12}, K_{21},\) and \(K_{22},\) respectively. We note that even in the case with \(\kappa_{\xi_2} = 0\) Eqs. (1.12) differ from that derived in [187]. The reason is that there the variable \(u = \ln A\) in place of \(A\) was used, i.e. the correlation between the noise \(\xi(t)\) and the amplitude \(A\) was implicitly ignored [100][25*,22*].

First we consider the case when additive noise is absent, i.e. \(\kappa_{\xi_2} \equiv 0\). In this case the steady-state solution of Eq. (1.5), satisfying the condition of zero probability flux, is

\[
w(A, \phi) = \frac{C}{2\pi A} \exp \left\{ \frac{3}{1 + \eta} \left( \eta \ln A + \frac{aA^2}{2} \right) \right\},
\]

(1.13)

where \(a = 3a_1\omega_0^2/4\) is the nonlinear parameter and \(\eta = 3\omega_0 K_{11}/8\beta - 1\). The constant \(C\) is deter-
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Figure 1.2: (a) A noise-induced phase transition in a pendulum with randomly vibrated suspension axis (Eq.(1.1)). The dependence of the averaged amplitude squared multiplied by the parameter $a = 3\omega_0^2/4$ on $\eta$, where $\eta$ is an extent on which multiplicative noise intensity exceeds the threshold value. Without additive noise $q_0 = 0$ (curve 1), and with increasing additive noise $q_0 = 0.005$ (curve 2) and $0.02$ (curve 3). The remaining parameters are $\beta = 0.1$, $\alpha = 100$, and $\omega_0 = 1$. Analytical and numerical results are shown by solid and symbol curves, respectively. (b) On-off intermittency for subcritical values of multiplicative noise intensity. In contrast to this situation, if additive noise is absent, on-off intermittency is observed near a threshold but for supercritical values of the multiplicative noise intensity.

mined from the normalization condition

$$\int_0^{2\pi} \int_0^\infty w(A, \phi) A dA d\phi = 1.$$ 

Upon integrating (1.13) over $\phi$, we find the expression for the probability density $w$ of the oscillations amplitude

$$w(A) = CA^{(2\eta-1)/(1+\eta)} \exp \left( -\frac{3aA^2}{2(1+\eta)} \right). \quad (1.14)$$

From the normalization condition we get

$$C = 2 \begin{cases} \left( \frac{3a}{2(1+\eta)} \right)^{3\eta/2(1+\eta)} & \text{for } \eta \geq 0 \\ 0 & \text{for } \eta \leq 0. \end{cases} \quad (1.15)$$

Hence,

$$w(A) = 2 \begin{cases} \left( \frac{3a}{2(1+\eta)} \right)^{3\eta/2(1+\eta)} \frac{A^{(2\eta-1)/(1+\eta)}}{\Gamma\left(\frac{3\eta}{2(1+\eta)}\right)} \exp \left( -\frac{3aA^2}{2(1+\eta)} \right) & \text{for } \eta \geq 0 \\ \delta(A) & \text{for } \eta \leq 0. \end{cases} \quad (1.16)$$

The fact that for $\eta \leq 0$ the probability density of the amplitude turns out to be a $\delta$-function is associated with the absence of additive noise (see below).
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Figure 1.3: The system probability distribution for a pendulum. (a) The case without additive noise. The probability distribution \( \tilde{w}(aA^2) = w(A)/2aA \) for \( \eta = 0.01 \) (curve 1), and \( \eta = 0.2 \) (curve 2). (b) The case with additive noise. The dependence of \( \tilde{w}(aA^2) = w(A)/2aA \) for \( q = 0.01/(1 + \eta) \) and \( \eta = -0.2, 0 \) and 0.2 for curves 1–3 respectively.

Using (1.16), we can determine \( \langle A \rangle \) and \( \langle A^2 \rangle \):

\[
\langle A \rangle = \begin{cases} 
\frac{3}{2a(1+\eta)} \Gamma\left(\frac{4\eta + 1}{2(1+\eta)}\right) \eta & \text{for } \eta \geq 0 \\
0 & \text{for } \eta \leq 0
\end{cases}
\] (1.17)

\[
\langle A^2 \rangle = \begin{cases} 
\frac{\eta}{a} & \text{for } \eta \geq 0 \\
0 & \text{for } \eta \leq 0
\end{cases}
\] (1.18)

Therefore, it is evident that for \( \eta > 0 \) the parametric excitation of pendulum oscillations occurs under the influence of multiplicative noise. This manifests itself in the fact that the mean values of the amplitude and of the amplitude-squared become non-zero (Fig. 1.2, curve 1). This parametric excitation implies a transition of the system to a new state, that can be treated as a phase transition. The condition \( \eta = 0 \) is the threshold for the onset of this phase transition. It follows that, in the absence of additive noise, the critical value of the multiplicative noise intensity is

\[
\kappa_{cr}^\eta(2\omega_0) \equiv \kappa_{cr} = \frac{16\beta}{3\omega_0^2}.
\] (1.19)

Hence, the parameter \( \eta \) characterizes the extent to which the intensity of multiplicative noise component exceeds its critical value.

It should be noted that, for \( \eta > 0 \), the steady state \( A = 0 \) loses its stability and the state \( A \neq 0 \) becomes stable. At the same time, eq. (1.16) implies that the probability density of \( A^2 \) is monotonically decreasing with increasing \( A^2 \) for any value of \( \eta > 0 \). Hence, in contrast to the transitions considered in [81], the appearance of a new stable state needs not to be accompanied by the appearance of a new maxima in the system probability distribution (see Fig. 1.3, a).
Now let us consider the case when the intensity of additive noise is not equal to zero. The steady-state solution of Eq. (1.5), satisfying the condition of zero probability flux, is conveniently written as

$$w(A, \phi) = \frac{Ca}{2\pi(aA^2 + q)} \exp \left\{ \int \frac{3(\eta - aA^2)qA^2 + q}{1 + \eta - (aA^2 + qA)} dA \right\}.$$  \hspace{1cm} (1.20)

where \( q = 4aK_{12}/K_{11} \) characterizes the ratio between the intensities of additive and multiplicative noise.

Following the calculations presented in the detail in [11*], we get an expression for

$$a(A^2) \approx (1 + \eta) \left[ \frac{4\mu}{3} \Gamma(2\mu) \Gamma\left(\frac{3}{2} - 2\mu\right) \left(1 + 2\mu\right) \left(5 - 4\mu\right) \frac{3q}{2(1 + \eta)} \right] - \frac{3q}{2(1 + \eta)} \left[ \sqrt{\pi} \Gamma(-2\mu)(1 - 2\mu) \left(\frac{3q}{2(1 + \eta)}\right)^{2\mu} + 2\Gamma(2\mu) \Gamma\left(\frac{3}{2} - 2\mu\right) (1 + 2\mu) \right] \times \right.$$

$$\left[ \sqrt{\pi} \Gamma(-2\mu)(1 - 2\mu) \left(\frac{3q}{2(1 + \eta)}\right)^{2\mu} (1 + 2\mu) + \frac{9q}{2(1 + \eta)} \right] + \Gamma(2\mu) \Gamma\left(\frac{3}{2} - 2\mu\right) (1 + 2\mu) \left(2(1 - 2\mu) + \frac{3(3 - 4\mu)q}{2(1 + \eta)} \right)^{-1}. \hspace{1cm} (1.21)$$

where \( \mu = 3(\eta + q)/4(1 + \eta). \) Note that similarly to the case without additive noise, after a transition no additional maxima appear in the system probability distribution and the shape of this distribution is not qualitatively changed (Fig. 1.3, b).

Next we compare these analytical results with numerical simulations. The corresponding dependence of \( a(A^2) \) on \( \eta \) for different values of the parameter \( q_0 \) is illustrated in Fig. 1.2. We see that additive noise of the small intensity results in a smoothing of the dependence of the mean oscillation amplitude squared on the multiplicative noise intensity: it becomes without fracture inherent in a phase transition induced by only multiplicative noise. If we increase additive noise intensity, the transition becomes less detectable (Fig. 1.2, curve 3).

In numerical experiment it is more convenient to calculate the variance of the corresponding variable instead of the mean amplitude squared. It is evident that the dependencies of these values on the noise intensity should be similar. Indeed, in the case when the amplitude \( A \) is a slowly changing function, the variance is equal to \( \langle A^2 \rangle / 2 \). The dependencies of \( a(\langle A^2 \rangle) \) on \( \eta \) found by numerical simulation of Eq. (1.1) for both the presence of additive noise and its absence are shown also in Fig. 1.2. We find that near the threshold the simulations match the analytical results very good and that the dependencies for \( q = 0 \) can be approximated by a straight line intersecting the abscissa at \( \eta = 0 \). With an increase of \( \eta \), the growth rate of the variance in numerical simulations is smaller than in the analytical results. This can be explained by the fact that the Krylov-Bogolyubov method is valid only near a threshold.

Now let us discuss how additive noise influences the effect of on-off intermittency. Numerical simulation of the original Eq. (1.1) shows that if the noise intensity is slightly over a threshold, then in the absence of additive noise on-off intermittency can observed in the
form of oscillations [20*]. This means that for the same external action the system is sometimes in the state “on” (the amplitude is large), which is intermittent with the state “off” (the amplitude is rather small). The additive noise influences the effect of on-off intermittency in the following way. For supercritical values of the multiplicative noise intensity on-off intermittency is now hidden and not observable in the form of oscillations, but can be detected for subcritical values, below a threshold (see Fig.1.2 b). Hence in the presence of additive noise on-off intermittency, a sign of noise-induced transition, can be observed even before this transition occurs with respect to the increase of the control parameter.

It is necessary to note that in the same system chaotic oscillations can be observed, if the external parametric action is periodic. A comparison with this case is discussed in [25*]. Chaotic pendulum’s oscillations are very similar in its form to noise-induced oscillations. However, a calculation of the probability distribution of the average amplitude squared allows to distinguish between both cases of the external action by means of the Rytov-Dimentberg criterion [25*].

As is shown by further examples, this effect of transition smoothing and influence on on-off intermittency is not a single effect of additive noise in oscillatory systems.
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1.2 Stabilization of noise-induced oscillations performed by additive noise

In this section we study again a system under the action of noise, which has both additive and multiplicative components. The aim now is to show that, in contrast to a pendulum, here additive noise can have also another form of influence, namely, stabilize noise-induced oscillations. To demonstrate this effect, we use a standard epidemiological model for the dynamics of children diseases [37]. Two variants of excitation are possible, either by periodic force [143, 43] or by noise [24*]. In both cases this system exhibits chaotic or noise-induced oscillations which closely resemble oscillations observed in experimental data.

We analyze the influence of additive component of noise in the following model system [24*]:

\[
\begin{align*}
\dot{S} &= e(1 - S) - bSI, \\
\dot{E} &= bSI - (e + l)E, \\
\dot{I} &= lE - (e + g)I
\end{align*}
\]  (1.22)

where \(S, E,\) and \(I\) denote the number of susceptible, exposed but not yet infected, and invective children, respectively. An independent equation for the variable \(R,\) which denotes the number of recovered children, can be added to this system of equations: \(\dot{R} = gI - mR.\) Mutual relations between the components, involved in the model, are illustrated schematically by Fig.1.4.

Births

\[
\begin{array}{cccc}
S & \Rightarrow & E & \Rightarrow & I & \Rightarrow & R \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
\end{array}
\]

Figure 1.4: Diagram illustrating mutual relations between different components in the model of childhood epidemics

The parameters \(1/e, 1/l, 1/g\) are the average expectancy, latency and infection periods of time. The contact rate \(b\) is the parameter of excitation and equal to \(b = b_0(1 + b_1\xi(t))\) where \(\xi(t)\) is a harmonic noise with the peak of spectral density at the circle frequency \(2\pi\) (seasonal noisy oscillations with a period equal to one year) and the parameter \(b_1\) is the amplitude of noise. The excited oscillations are executed in the vicinity of the stable singular point with
FIGURE 1.5: (a) Noise-induced oscillations (epidemics) in the epidemiological model Eqs. (1.24). (b) The dependence of oscillation variance for the variable \(x\) on the parameter \(b_1\), which is responsible for the noisy variation of a contact rate (see the text).

Hence, one can easily rewrite the equations for the new variables \(x = S/S_0 - 1\), \(y = E/E_0 - 1\), and \(z = I/I_0 - 1\) which are deviations from the equilibrium point:

\[
\begin{align*}
\dot{x} + e x &= -b_0 I_0 (1 + b_1 \xi(t))(x + z + xz) - b_0 b_1 I_0 \xi(t), \\
\dot{y} + (e + l)y &= (e + l)(1 + b_1 \xi(t))(x + z + xz) + (e + l)b_1 \xi(t), \\
\dot{z} + (e + g)z &= (e + g)y.
\end{align*}
\] (1.24)

This form of eqs. clearly shows that the action of noise is multiplicative as well as additive.
1.2. STABILIZATION OF NOISE-INDUCED OSCILLATIONS PERFORMED BY ADDITIVE NOISE

very irregular, and closely resembles in its form both to experimental data [157] and to noise-induced oscillations [24*]. Hence, the problem arises whether we can distinguish the nature of oscillations if we analyze time series. These noise-induced and chaotic oscillations can be distinguished by use of the Rytov-Dimentberg criterion, initially proposed in [171, 38] to solve the problem of distinguishing between noise passed through a linear narrow-band filter and periodic but noisy self-oscillations. According to this criterion, the probability distributions for the process itself and for the instantaneous amplitude squared are monotonic in the case of noise-induced oscillations, whereas for chaotic oscillations these distributions have to have peaks [24*,25*]. The instantaneous amplitude can be calculated by means of the Hilbert transform [167].
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1.3 Phase transitions induced by additive noise

1.3.1 Second-order phase transitions. Noise-induced pattern formation

Now we extend our study to spatially extended systems and show that additive noise is able to induce second- and first-order phase transitions. We start with an investigation of a nonlinear lattice of overdamped coupled stochastic oscillators \[146\][18*] under the action of noise. In this system a transition manifests itself in the formation of spatially ordered patterns, as a consequence of a special form of coupling \textit{a la} Swift-Hohenberg. The system is described by a scalar field \(x_r\), defined on a spatial lattice with points \(r\):

\[
x_r = f(x_r) + g(x_r)\xi_r + Lx_r + \zeta_r
\]

with \(f\) and \(g\) taken in the form (for the discussion, which functions can be chosen to observe a transition see [172])

\[
f(x) = -x(1 + x^2)^2 \quad g(x) = ax^2
\]

and \(\xi_r, \zeta_r\) are independent zero-mean-value Gaussian white noises:

\[
\langle \xi_r(t)\xi_r(t') \rangle = \sigma_\xi^2 \delta(t-t') \quad \langle \zeta_r(t)\zeta_r(t') \rangle = \sigma_\zeta^2 \delta(t-t').
\]

Note that for these functions \(f(x)\) and \(g(x)\) the transitions described are \textit{pure} noise-induced phase transitions, in the sense that they do not exist in the system without noise. The coupling operator \(L\) is a discretized version of the Swift-Hohenberg coupling term \(-D(q_0^2 + \nabla^2)^2\) [18*].

To study the influence of the additive noise, we consider two limiting cases of correlation between additive and multiplicative noise: strong correlation (\(\zeta_r = 0\) and parameter \(a\) is varied), and no correlation (\(a = 0\) and the intensity of \(\zeta_r\) is varied).

Using the generalized Weiss mean field theory (MFT) [65], the conditions of phase transition can be found. Substituting the value of the scalar variable \(x_r\) at the sites coupled to \(x_r\) by its special average:

\[
\langle x_r \rangle = \langle x \rangle \cos[k \cdot (r - r')],
\]

we obtain for \(x = x_r\)

\[
\dot{x} = f(x) + g(x)\xi(t) + D\omega(k)x - D_{\text{eff}}(x - \langle x \rangle) + \zeta(t),
\]

where

\[
D_{\text{eff}} = \left[ \left( \frac{2d}{\Delta x} - q_0^2 \right)^2 + \frac{2d}{\Delta x} + \omega(k) \right] D
\]
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Figure 1.7: Additive noise induced phase transition in a nonlinear lattice Eqs.(1.25): predictions of the mean field theory. (a) The boundaries of the transition on the plane \((\sigma_m^2, D)\) for different values of \(a\) Eqs.(1.26). It is clearly seen that by variation of \(a\) a point from the dashed region is a point of the transition induced by additive noise. (b) Dependence of order parameter \(|\langle x \rangle|\) if the additive noise intensity is varied. (c) The transition lines for the case when additive and multiplicative noise are independent: \(\sigma_m^2 = 1\) (label 1), 0.5 (label 2), and 0.3 (label 3). (d) Large scaled region from the plot in (c).

and a dispersion relation \(\omega(k) = 0\) for the most unstable mode, which is only of interest here [146].

Now the value \(\langle x \rangle\) plays the role of the amplitude of the spatial patterns with an effective diffusion coefficient \(D_{eff}\). The steady state solution of the Fokker-Planck equation corresponding to Eq.(1.28) is written then as follows

\[
w_{st}(x) = \frac{C(\langle x \rangle)}{\sqrt{\sigma_m^2 \sigma_x^2(\langle x \rangle) + \sigma_x^2}} \exp \left( \frac{2}{\sigma_m^2 \sigma_x^2(\langle x \rangle) + \sigma_x^2} \right),
\]

and \(C(\langle x \rangle)\) is the normalization constant.

For the mean field value \(\langle x \rangle\) we obtain [208]

\[
\langle x \rangle = \int x w_{st}(x, \langle x \rangle) dx.
\]

Solving eq.(1.32) with parameters \(D\), \(\sigma_m^2\), and \(\sigma_x^2\), we obtain a boundary between two phases: a disordered \((\langle |x| \rangle = 0)\) and an ordered one \((\langle |x| \rangle \neq 0)\). The ordered phase corresponds to the appearance of spatially ordered patterns, because its average amplitude be-
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Figure 1.8: Snapshots of the field for $D = 1.0$, $\sigma_n^2 = 1.8$, and $\sigma_a^2 = 0$. The parameter $a$ is equal to (a) 0.1, (b) 1.0, and (c) 10.0. The increase of additive noise induces spatial patterns.

Figure 1.9: (a) 2D Fourier transform of the pattern shown in the previous Fig. Rotationally symmetry is observed. (max, min) values are (1337, 0.1). (b) Fourier transform averaged over angles for $D = 1.0$ and $\sigma_n^2 = 1.8$. values of parameter $a$ are shown in the figure. (c) Dependence of $S_{max}$ on $a$.
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Figure 1.10: A formation of spatial patterns induced by additive noise. From left to right the intensity of additive noise is increased \((a = 0): \sigma_v^2 = 0.001, 0.7\) and 10 (from left to right). The field in the nonlinear lattice of 128x128 elements is coded from white (minimum) to black (maximum) colours.

comes nonzero. This happens due to the special form of coupling which includes wave length of these patterns \(q_0\). It is known that in the considered system multiplicative noise induces a phase transition [146]. We focus our attention to the influence of additive noise. The boundary of the phase transition on the plane \((\sigma_m^2, D)\) is shown in Fig. 1.7 (a), which demonstrates that variation of the intensity of correlated additive noise (the parameter \(a\) in Eq.(1.26)) causes a shift of the transition boundary. The most interesting situation occurs in the dashed region. Here, the increase of the additive noise intensity causes the reentrant (disorder-order-disorder) phase transition. The corresponding dependence of the order parameter on the parameter \(a\) is shown in Fig. 1.7 (b). Hence changing additive noise can lead to the formation of spatially ordered patterns (Fig. 1.8). The pattern, which corresponds to the ordered case, has rotational symmetry, which can be clearly observed in the two-dimensional Fourier transform of the field, represented in Fig.1.9. To make a transition more evident we have plotted the Fourier transform of the field averaged over the angles of the wave vector. It is shown in the Fig. 1.8 for different values of \(a\). With increase of \(a\) a maximum in this structure function is found.

For the case of uncorrelated additive noise \((a = 0)\), the observed behaviour is qualitatively the same (Fig. 1.7 (c,d)). Here the transition lines are plotted on the plane \((\sigma_m^2, D)\) and the intensity \(\sigma_n^2\) of uncorrelated additive noise is varied. It is evident that again dashed region corresponds to the phase transition. If we take parameters from this dashed region (in both cases of correlation), and change the intensity of additive noise (varying the parameter \(a\) or \(\sigma_v^2\)) we observe a formation of patterns and further their destroying (see results of numerical simulations in Fig. 1.10).

To understand the mechanism behind this transition, it is necessary to note that there is no bistability either in the “usual” potential or in the so-called “stochastic” potential [81]. Nevertheless, using some approximations it can be shown [196][18*] that the short-time evolution of the mean field can be described by the “effective” potential, which becomes to be bistable after a transition. If \(D_s\) and \(\sigma_n^2\) vanish, the time evolution of the first moment of a single element is simply given by the drift part in the corresponding Fokker-Planck equation.
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Figure 1.11: An “effective” potential for the short time evolution of the mean field. (a) $\sigma_m^2 = 2$: solid line, $\sigma^2 = 0.1$; dashed line, $\sigma^2 = 1.0$. (b) $\sigma=0$: solid line, $\sigma_m^2 = 2$; dashed line, $\sigma_m^2 = 5$. In case (a) the short time behaviour can be described by the bistable potential if the constant $a$ is sufficiently large. In case (b) the situation is more complicated: the zero state remains stable, but large enough additive noise can force a system to leave the zero state and form a mean field.

(Stratonovich case)

\[
\langle \dot{x} \rangle = \langle f(x) \rangle + \frac{\sigma_m^2}{2} (g(x)g'(x)).
\] (1.33)

As it was argued in [196], the mechanism of the noise-induced transition in coupled systems can be explained by means of a short time evolution approximation [2]. It means that we start with an initial Dirac $\delta$ function, follow it only for a short time, such that fluctuations are small and the probability density is well approximated by a Gaussian. A suppression of fluctuations, performed by coupling, makes this approximation appropriate in our case[193]. The equation for the maximum of the probability, which is also the average value in this approximation $\bar{x} = \langle x \rangle$, takes the following form

\[
\dot{\bar{x}} = f(\bar{x}) + \frac{\sigma_m^2}{2} g(\bar{x})g'(\bar{x}),
\] (1.34)

which is valid if $f(\langle x \rangle) >> (\delta x^2) f''(\langle x \rangle)$. For this dynamics an “effective” potential $U_{\text{eff}}(x)$ can be derived, which has the form

\[
U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = -\int f(x) dx - \frac{\sigma_m^2 g^2(x)}{4},
\] (1.35)

where $U_0(x)$ is a monostable potential and $U_{\text{noise}}$ represents the influence of the multiplicative noise. In the ordered region, this “effective” potential has additional to $x = 0$ minima, that explain the non-zero solutions for the amplitude of spatial patterns [18*] (see Fig. 1.11).

Here I have considered a second-order phase transition induced by additive noise in a spatially extended system. Due to the special form of coupling, the phase transition manifested itself in the formation of ordered spatial patterns. In what follows, I will demonstrate that additive noise can also induce first-order phase transition in such systems.
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1.3.2 First-order phase transitions.
In [136] a first-order phase transition has been reported, which is induced by multiplicative noise. Now we show that first-order nonequilibrium transitions in spatially extended systems can be also induced by additive noise. It is important, that in contrast to second-order transitions, in a first-order transition very tiny fluctuation of the control parameter can lead to a drastical change of the order parameter. The study is performed on a nonlinear lattice of coupled stochastic overdamped oscillators introduced in [195] and further studied in [196, 119][18*,19*]. The time evolution of the system is described by the following set of Langevin equations:

\[
\dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_j (x_j - x_i) + \zeta_i(t),
\]

where \(x_i(t)\) represents the state of the \(i\)-th oscillator, and the sum runs over all nearest neighbors of cell \(i\). The strength of the coupling is measured by \(D\), and \(d\) is the dimension of the lattice, which has \(N = L^d\) elements. The noise terms \(\xi_i(t)\) and \(\zeta_i(t)\) are the same as defined in Eqs. (1.27): mutually uncorrelated, gaussianly distributed, with zero mean and white in both space and time. The functions \(f(x)\) and \(g(x)\) are defined in Eqs.(1.26).

We study the behaviour of this system by means of a standard MFT procedure. Solving the corresponding Eq.(1.32) with respect to the variable \(m = \langle x \rangle\), and \(w_{st}\) defined by Eq.(1.31) with \(D_{eff} = D\), one can set the transition boundaries. In this way obtained order-disorder transition lines are shown in Fig. 1.12 (a). Here we consider only the case when \(\sigma^2_a = 0\) and the parameter \(a\) is varied. Curve 1 separates regions of disorder (below the curve) and order (above the curve) for small multiplicative noise intensity. In this case, the ordered region is characterized by three self-consistent solutions of Eq. (1.32), one of them unstable \((m = 0)\) and the other two stable and symmetrical. These new solutions appear continuously from \(m = 0\) in the course of the transition. Hence, if we fix the coupling strength e.g. \(D = 20\), and increase the intensity of additive noise (the parameter \(a\)) a second-order phase transition from disorder to order occurs, followed by a reentrant transition back to disorder, also of second order.

The first-order transition can be observed when the multiplicative noise intensity increases. In that case (curve 2 in Fig. 1.12 (a)), a region appears where Eq. (1.32) has five roots, three of which \((m = 0\) and two symmetrical points\) are stable. This region is marked dashed in the figure. Thus, for large enough values of \(D\), a region of coexistence appears in the transition between order and disorder. This region is limited by discontinuous transition lines between \(m = 0\) and a nonzero, finite value of \(m\). Hence, additive noise is seen to induce a first-order phase transition in this system for large enough values of the coupling strength and multiplicative noise intensity. The reentrant transition is again of second order. When the first-order phase transition appears, hysteresis can be expected to occur in the coexistence region (if a certain algorithm is applied [3]). The dependence of the order parameter \(m\) on the control parameter \(a\) as predicted by MFT is shown in Fig. 1.12 (b) with a solid line. The region of possible hysteresis is bounded by dotted lines.

In order to contrast the analytical results, we have performed simulations of the complete model (1.36) using the numerical methods described in [65, 196]. The order parameter \(m_s\) is computed as \(m_s = \frac{1}{L^2} \sum_{i=1}^{N} x_i\), where \(\langle \rangle\) denotes time average. Results for a two-dimensional
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Figure 1.12: Characteristics on the phase transition in the nonlinear lattice Eqs.(1.36): (a) Transition lines on the plane \((a, D)\) for \(\sigma_a = 0\) and two different intensities of the multiplicative noise (curve 1: \(\sigma^2_m = 1.6\); curve 2: \(\sigma^2_m = 3.0\)). The dashed region (starting with the dot) corresponds to the coexistence of disordered and ordered phase. (b) The corresponding dependence of the order parameters \(m, m_n\) on \(a\) for \(D = 20\), \(\sigma^2_m = 3.0\) and \(\sigma^2_a = 0.0\) are plotted by solid line (MFT predictions) and by diamonds (numerical simulations). The dotted line delimits the coexistence region exhibited by MFT (a region of the hysteresis effect). The unstable state is plotted by the dashed line.

Figure 1.13: An “effective” potential for the short-time evolution of \(m\) in the lattice Eqs(1.36), for \(a^2 =: 0.25\) (curve 1), 0.28 (curve 2), and 0.34 (curve 3). Other parameters are \(\sigma^2_m = 3.0\) and \(\sigma^2_a = 0.0\). A coexistence of ordered and disordered phases is observed for the curve 2.

lattice with lateral size \(L = 32\) are shown with diamonds in Fig. 1.12 (b). Analyzing this figure one can observe that MFT overestimates the size of the coexistence region. This effect, analogous to what was observed for multiplicative-noise induced transitions [195], can be explained in terms of an “effective potential” derived for the system at short times (see discussion below). For instance, as \(a\) increases the system leaves the disordered phase not when this state becomes unstable but earlier, when the potential minima corresponding to the ordered states...
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become much lower than the minimum corresponding to the state \( m = 0 \). It should also be mentioned that the numerical simulations did not show hysteresis, because in the coexistence region the system occupied any of the three possible states, independently of the initial conditions. It can be explained by the small size of the simulated system, which permits jumps between steady states when the system is sufficiently perturbed (e.g. by slightly changing the parameter \( a \)).

We have thus seen so far that numerical simulations qualitatively confirm the existence of a first-order phase transition induced by additive noise in this system, as predicted by MFT. We note that the transition occurs in the two limiting cases of correlation between multiplicative and additive noise. We also emphasize that variation of both the multiplicative noise intensity and the coupling strength can change the order of this transition.

Let us now discuss a possible mechanism behind this effect. As pointed above, the collective behaviour of this system can be described by the “effective” potential (see Eq.(1.35)). We can trace the behavior of this potential in the presence of multiplicative noise, for the case \( \sigma^2_a = 0 \) and \( a \neq 0 \). Its evolution for increasing \( a \) is shown in Fig. 1.13. This approach can be clearly seen to successfully explain the mechanism of the first-order transition: first, only the zero state is stable (curve 1), then there is a region where three stable states coexist (curve 2), and finally, the disordered state becomes unstable (curve 3). This approach also explains why a variation of the multiplicative noise intensity influences the order of the transition: for another (lower) \( \sigma^2_a \), there is no region where ordered and disordered phases simultaneously exist. We emphasize that the “effective” potential is derived only for short-time evolution, and should not be confused with the “stochastic” potential [81], which for this system remains always monostable. For the other case of correlation between multiplicative and additive noise, in the region of additive noise induced transition, the “effective” potential always has three minima (two symmetric minima are lower than the central one). Sufficiently large (above a threshold of the transition) additive noise causes an escape from zero state and leads to the transition. The value of a critical additive noise intensity for this transition can be estimated by the “effective” potential approach, only by MFT. Here we have considered only a case of strong correlation between multiplicative and additive noise. As described in [12*], if additive noise is independent, it can also induce a first-order phase transition. The level of correlation between additive and multiplicative noise can be considered as an additional parameter in this system, what we leave as an open question here.
Chapter 2

Doubly stochastic effects
In what follows, I consider a concept of doubly stochastic effects and application of this concept to several basic noise-induced phenomena. In this chapter, two doubly stochastic effects are demonstrated: doubly stochastic resonance and doubly stochastic coherence. This is the result of application of the concept of doubly stochastic effects to the effect of stochastic resonance and of coherence resonance. In both these effects, we are interested in the behavior of the system output as a whole. In contrast to it, in propagation effects, it is not the response of the system as a whole, but the propagation of a signal that is studied. Concerning the propagation, doubly stochastic effect can also be found: this effect, called noise-induced propagation in monostable media, will be considered in Chapter 3, together with other new effects of propagation.
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2.1 Doubly stochastic resonance

Doubly stochastic resonance is at the borderline of two basic noise-induced phenomena. The first class of phenomena is noise-induced phase transitions. The second basic phenomenon is stochastic resonance. SR has been found and investigated in a large variety of different class of systems (see Introduction). However, SR has not been considered in systems with a noise-induced structure [4]. Here a new type of SR is presented in a system with a noise-induced nonequilibrium phase transition resulting in a bistable behaviour of the mean field. This effect is called doubly stochastic resonance (DSR) to emphasize that additive noise causes a resonance-like behaviour in the structure, which in its own turn is induced by multiplicative noise.

This DSR is demonstrated on a nonlinear lattice of coupled overdamped oscillators firstly introduced in [195] and further studied in [196, 119][18*,19*]. The following set of Langevin equations describes the considered system:

\[
\dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_j (x_j - x_i) + \zeta_i(t) + A \cos(\omega t + \phi),
\]

(2.1)

where \(x_i(t)\) represents the state of the \(i\)th oscillator, \(i = 1, \ldots, L^d\), in the cubic lattice of the size \(L\) in \(d\) dimensions and with \(N = L^d\) elements. The sum runs over 2\(d\) nearest neighbors of the \(i\)th cell, and the strength of the coupling is measured by \(D\). The noisy terms \(\xi_i(t)\) and \(\zeta_i(t)\) represent mutually uncorrelated Gaussian noise, with zero mean and uncorrelated both in space and time

\[
\langle \xi_i(t) \zeta_j(t') \rangle = \sigma^2_m \delta_{ij} \delta(t - t'),
\]

(2.2)

\[
\langle \xi_i(t) \xi_j(t') \rangle = \sigma^2_\xi \delta_{ij} \delta(t - t').
\]

(2.3)

The last item in (2.1) stands for an external periodic force with amplitude \(A\), frequency \(\omega\) and initial phase \(\phi\).

For the sake of simplicity, the functions \(f(x)\) and \(g(x)\) are taken to be of the form [195]:

\[
f(x) = -x(1 + x^2)^2, \quad g(x) = 1 + x^2.
\]

(2.4)

In the absence of external force \((A = 0)\) this model can be solved analytically by means of a standard mean-field theory (MFT) procedure [65]. The mean-field approximation consists in replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (2.1). In this way, one obtains the following steady-state probability distribution \(w_{st}\):

\[
w_{st}(x, m) = \frac{C(m)}{\sqrt{\sigma_m^\xi \sigma^2_m + \sigma_a^2}} \exp \left(2 \int_0^\infty \frac{f(y) - D(y - m)}{\sigma_m^\xi \sigma^2_m + \sigma_a^2} dy \right),
\]

(2.5)

where \(C(m)\) is a normalization constant and \(m\) is a mean field, defined by the equation:
Solving Eq. (3.4) self-consistently with respect to the variable $m$ one determines transitions between ordered ($m \neq 0$) and disordered ($m = 0$) phases. Transition boundaries between different phases are shown in Fig. 2.1 and the corresponding dependence of the order parameter on $\sigma_m^2$ is presented in Fig. 2.3. In addition to [195], we show influence of additive noise resulted in the shift of transition lines. For $\sigma_a^2 = 0$ an increase of the multiplicative noise causes a disorder-order phase transition, which is followed by the reentrant transition to disorder [195]. In the ordered phase the system occupy one of two symmetric possible states with the mean fields $m_1 = -m_2 \neq 0$, depending on initial conditions (for a visualization of this transition see Fig. 2.2).

Now let us turn to the problem, how the system (1) responses to periodic forcing ($A_i = A$). We have taken a set of parameters ($\sigma_m^2; D$) within the region of two coexisting ordered states with nonzero mean field. In particular, we choose values given by the dot in Fig. 2.1. As for the network, we take a two-dimensional lattice of $L^2 = 18 \times 18$ oscillators, which is simulated numerically [97] with a time step $\Delta t = 2.5 \times 10^{-4}$ under the action of the harmonic external force. The amplitude of the force $A$ has to be set sufficiently small to avoid hops in the absence of additive noise during the simulation time of a single run which is much larger than the period of the harmonic force [5]. Jumps between $m_1 \leftrightarrow m_2$ occur only if additive noise is additionally switched on. Runs are averaged over different initial phases.

Time series of the mean field and the corresponding periodic input signal are plotted in Fig. 2.4 for three different values of $\sigma_a^2$. The current mean field is calculated as $m(t) = \frac{1}{L^2} \sum_{i=1}^{N} x_i(t)$.

For a small intensity of the additive noise, hops between the two symmetric states $m_1$ and $m_2$ are rather seldom and not synchronized to the external force. If we increase the intensity $\sigma_a^2$, we achieve a situation when hops occur with the same periodicity as the external force and, hence, the mean field follows with high probability the input force. An increase of additive
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Figure 2.2: A symbolic visualization of a phase transition in the model Eqs.(2.1), which leads to the formation of a mean field. In the disordered phase the mean field is zero due to the random deviation of different elements around zero (up). In the ordered phase, induced by noise, the symmetry is broken and the mean field is either positive (right) or negative (left). The elements in the lattice $128 \times 128$ are coded in accordance to its sign: if positive or zero - white, if negative - black.

noise provides an optimization of the output of the system which is stochastic resonance. If $\sigma^2_a$ is increased further, the order is again destroyed, and hops occur much more frequently than the period of the external force. Note also that for large $\sigma^2_a$ the value of the mean field which corresponds to the stable state is becoming smaller. It is caused by the fact that additive noise influences also transition lines [18*,19*][119]. An increase of $\sigma^2_a$ results in the reduction of the ordered region (Fig. 2.1, curves 2 and 3) and decreasing the value $m_1 = -m_2$ (Fig. 2.3, curves 2 and 3).

Fig. 2.4 illustrates that additive noise is able to optimize the signal processing in the system (1). In order to characterize this SR-effect we have calculated signal-to-noise ratio (SNR) by the extracting the relevant phase-averaged power spectral density $S(\omega)$ and taking the ratio between its signal part with respect to the noise background [53]. The dependence of SNR on the intensity of the additive noise is shown in the Fig. 2.5 for the mean field (filled points) and the mean field in a 2-state approximation (opaque point). In this 2-states approximation we have replaced $m(t)$ by its sign and put approximately $m(t) = +1$ or $m(t) = -1$, respectively. Both curves exhibit the well known bell shaped dependence on $\sigma^2_a$ typically for SR. Since the bimodality of the mean field is a noise-induced effect we call that whole effect Doubly Stochastic Resonance. For the given parameters and $A = 0.1$, $\omega = 0.1$ the maximum of the SNRs is approximately located near $\sigma^2_a \sim 1.8$.

Next we intend to give analytic estimates of the SNR. If $A$, $D$, and $\sigma^2_a$ vanish, the time
evolution of the first moment of a single element is given simply by the drift part in the

\[ \langle \dot{x} \rangle = \langle f(x) \rangle + \frac{\sigma_a^2}{2} \langle g(x)g'(x) \rangle. \] (2.7)

As it was argued in [196], the mechanism of the noise-induced transition in coupled sys-
tems can be explained by means of a short time evolution approximation [2]. It means that
we start with an initial Dirac \( \delta \) function, follow it only for a short time, such that fluctua-
tions are small and the probability density is well approximated by a Gaussian. A suppression of fluctua-
tions, performed by coupling, makes this approximation appropriate in our case[193]. The equation for the maximum of the probability, which is also the average value in this approximation \( \bar{x} = \langle x \rangle \), takes the following form

\[ \dot{\bar{x}} = f(\bar{x}) + \frac{\sigma_a^2}{2} g(\bar{x})g'(\bar{x}), \] (2.8)

which is valid if \( f(\langle x \rangle) > > (\delta x^2) f'''(\langle x \rangle) \). For this dynamics an “effective” potential \( U_{\text{eff}}(x) \) can be derived, which has the form where \( U_0(x) \) is a monostable potential and \( U_{\text{noise}} \) represents the influence of the multiplicative noise. In the ordered region, inside the transition lines (Fig. 2.1), the potential \( U_{\text{eff}}(x) \) is of the double-well form, e.g. \( U(x)_{\text{eff}} = -x^2 - 0.25x^4 + x^6/6 \), for given \( f(x), g(x) \) and \( \sigma_m^2 = 3 \).

Now we consider a conventional SR problem in this potential with an external periodic
force of the amplitude \( A \) and the frequency \( \omega \). If we neglect intrawell dynamics and follow linear response theory the SNR is well known [53, 124, 141, 6]

\[ \text{SNR}_1 = \frac{4\pi A^2}{\sigma_a^2} f_k \] (2.9)
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Figure 2.4: Example of input/output synchronization. The time evolution of the current mean field (output) and the periodic external force $F(t)$ (input) for different intensities of additive noise (from top to bottom) $\sigma_n^2 = 0.01, 1.05,$ and $5.0$. If the intensity of the additive noise is close to their optimal value (middle row), hops occur with the period of the external force. The remaining parameters are: $A = 0.1$, $\omega = 0.1$, $D = 20$, and $\sigma_m^2 = 3$.

where $r_k$ is the corresponding Kramers rate [99]

$$r_k = \frac{\sqrt{(U_{eff}'(x)|_{x=x_{min}})(U_{eff}'(x)|_{x=x_{max}})}}{2\pi} \exp\left(-\frac{2\Delta U_{eff}}{\sigma_n^2}\right)$$

(2.10)

for surmounting the potential barrier $\Delta U_{eff}$. Using Eqs.(4.6),(2.19), and (2.20) we get an analytical estimates for a single element inside the lattice. Further on, rescaling this value by the number $N$ of oscillators in the lattice [175] and taking into account the processing gain $G$ and the bandwidth $\Delta$ in the power spectral density [124, 141, 6], the $SNR_N$ of the mean field of the network of $N$ elements can be obtained

$$SNR_N = SNR \frac{NG}{\Delta} + 1.$$  

(2.11)

This dependence is shown in the Fig. 2.4 by the solid line and demonstrates despite the rough approximation a good agreement with the results of the numerical simulations. Nearly exact agreement is found in the location of the maximum as well as for the quantitative values of the SNR (“scalloping loss” [124, 141, 6] has been avoided in simulations by setting the frequency $\omega$ to be centered on one of the bins in the spectrum).
Figure 2.5: The dependence of SNR on the additive noise intensity for the output (filled points) and its 2-states approximation (opaque points). The solid line corresponds to the analytical estimation $SNR_N$ (2.21), performed on the base of derivation of the “effective” potential and linear response theory. The parameters are the same as for Fig. 2.4 and the processing gain $G = 0.7$.

\[ U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = - \int f(x)dx - \frac{\sigma_2^2 g^2(x)}{4}, \quad (2.12) \]

Some remarks should be added. Firstly, we have considered a system which undergoes a pure noise-induced transition, in the sense that a transition is impossible in the absence of noise. This is an important distinction of the DSR effect from SR in any variation of the mean-field model [134]. Secondly, despite the coexistence of the two states in the considered system, the so-called “stochastic” potential [81] for a single oscillator in the lattice (which differs from (4.6)) always remains monostable. Thirdly, there are clear distinctions between SR and DSR behaviour, because, in contrast to SR, in DSR additive noise does not only help an input/output synchronization, but also changes the properties of the system in the absence of the external force (see Fig. 2.1 and 2.3). As a consequence, completely different to standard SR, in DSR amplitude of hops is decreased (bistability dissappears) for large noise intensities $\sigma^2$ (compare Fig. 2.4 and Fig. 4 from [53]). Finally, not arbitrary system with noise-induced bistability will demonstrate DSR, e.g. we did not find DSR in zero-dimensional systems, which are described in [81].

Noteworthy, noise-induced bistability, described here can be used not only for a synchronization between output and input of the system, but also for other effects, observed in bistable systems. For example, in 4.2 a system size resonance, which occur in spatially distributed system of coupled bistable oscillators, has been also demonstrated for the case of noise-induced bistability.
We expect that these theoretical findings resulted from study of DSR will stimulate experimental works to verify DSR in real physical systems (for the first experimental observation of noise-induced bistability see [73]). Appropriate situations can be found in electronic circuits [1], as well as in systems, which demonstrate noise-induced shift of the phase transition, e.g., in: liquid crystals [93, 207], photosensitive chemical reactions [128, 32], or Rayleigh-Bénard convection [127]. It can be crucial for such experiments, that, in contrast to conventional SR, in DSR the energy of noise is used in a more profitable way: not only for the optimization of the signal processing, but also for the support of the potential barrier to provide this optimization.

Here we design an electronic circuit for the observation of DSR. The most direct way is the realization through analog circuits but there are complicated due to the complex construction of every unit, hence it is worth to look for a simpler electronic circuit model which exhibits the DSR property. With this aim we consider an electrical circuit which consists of $N$ coupled elements $(i, j)$. A circuit of one element is shown in Fig. 2.6. Three ingredients in this circuit are important: input current, time-varying resistor (TVR) and a nonlinear resistor. Every element is coupled with its neighbours by the resistor $R_c$ (i.e. by diffusive coupling). The capacitor is shown by $C$. The nonlinear resistor $R_N$ can be realized with a set of ordinary diodes [86, 28], whose characteristic function is a piecewise-linear function

$$i_N = f_1(V) = \begin{cases} 
G_b V + (G_a - G_b)B_P & \text{if } V \leq -B_P, \\
G_a V & \text{if } |V| < B_P, \\
G_b V - (G_a - G_b)B_P & \text{if } V \geq B_P,
\end{cases}$$

(2.13)

where $i_N$ is the current through the nonlinear resistor($R_N$), $V$ is the voltage across the capacitor($C$), and parameters $G_a$, $G_b$ and $B_P$ determine the slopes and the breakpoint of the piecewise-linear characteristic curve. Another way to realize the nonlinear resistor is via a third-order polynomial function:

$$i_N = f_2(V) = g_1 V + g_2 V^3.$$  

The next important ingredient is a time-varying resistor(TVR)[142, 28]. The conductance $G(t)$ of TVRs varies with time. Presently, we consider the case that the function which represents the variation of the TVR is a Gaussian $\delta-$correlated in space and time noise, i.e. $G(t) = \xi(t)$, where

$$\langle \xi_i(t)\xi_j(t') \rangle = \sigma_{ij}^2 \delta_{ij} \delta(t - t').$$

An external action on the circuit is performed by the current input $I(t)$, which is a periodic signal (with amplitude $A$, frequency $\omega$, and initial phase $\phi$), additively influenced by
independent Gaussian noise $\zeta(t)$

$$I(t) = \zeta(t) + A \cos(\omega t + \varphi),$$

where

$$\langle \zeta(t) \zeta(t') \rangle = \sigma^2 \delta(t-t').$$

The electronic circuit with respect to the element $(i, j)$ can be described by a set of Kirchhoff’s equations:

$$C \frac{dV_{i,j}}{dt} = I(t) - G(t)V_{i,j} - f_{1,2}(V_{i,j})$$
$$+ \frac{1}{R_c} (V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j})$$

Hence, the following set of Langevin equations describes the considered system:

$$\frac{dV_{i,j}}{dt} = -f_{1,2}(V_{i,j}) + V_{i,j} \zeta_{i,j}(t)$$
$$+ \frac{D}{4} (V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j})$$
$$+ \zeta_{i,j}(t) + A \cos(\omega t + \varphi),$$

where $C$ is set to unity by normalization of time and $D$ denotes a strength of coupling equal to $\frac{1}{R_c}$. In the case when $f_2$ represents the TVR, the model is the time-dependent Ginzburg-Landau equation, which is a standard model to describe phase transitions and critical phenomena in both equilibrium and nonequilibrium situations [65]. It is important that we consider only the situation when the potential of one element is monostable ($G_a = 0.5$, $G_b = 10$, $B_p = 1$ for $f_1$, and $g_1 > 0, g_2 = 1$ for $f_2$), avoiding the possibility to observe SR without multiplicative noise.

We are interested in the behaviour of the mean field $m(t) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j}(t)$ and consider it
as an output and the periodic signal as an input of the whole system. SR behaviour can be expected if the system is bistable for the chosen set of parameters. Regions of bistability can be determined by means of a standard mean-field theory (MFT) procedure \[65\]. The mean-field approximation consists in replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (2.15). In this way, we obtain the following steady-state probability distribution \( w_{st} \):

\[
  w_{st}(x,m) = \frac{C(m)}{\sqrt{\sigma^2 g^2(x) + \sigma_a^2}} \exp \left( 2 \int_0^x \frac{f_1(y) - D(y - m)}{\sigma_m g^2(y) + \sigma_a^2} dy \right),
\]

(2.16)

where \( C(m) \) is a normalization constant and \( m \) is a mean field, defined by the equation:

\[
  m = \int_{-\infty}^{\infty} x w_{st}(x,m) dx.
\]

(2.17)

Self-consistent solution of Eq. (3.4) determines the mean field and the transition lines between ordered bistable (\( m \neq 0 \)) and disordered monostable (\( m = 0 \)) phases. Transition boundaries for functions \( f_1 \) and \( f_2 \) are shown in Fig. 2.7. Note that bistability is impossible without multiplicative noise and without coupling between elements. Since SR effect, described below, appears due to the variation of additive noise, it is also important that a change of the additive noise intensity shifts transition boundaries.

Next we estimate signal-to-ratio (SNR) analytically. Following short-time evolution approximation, first introduced in \[196\] and further developed in \[18^*,5^*\], the dynamics of the mean field is governed by an “effective” potential \( U_{eff}(x) \) which has the form

\[
  U_{eff}(V) = U_0(V) + U_{noise} = \int f(V) dx - \frac{\sigma_a^2 V^2}{4},
\]

(2.18)

where \( U_0(V) \) is a monostable potential and \( U_{noise} \) represents the influence of the multiplicative...
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noise. Note that this approach is valid only if a suppression of fluctuations, performed by the coupling, is sufficient. It means that the coupling strength should tend to infinity, or actually be large enough. DSR is expected for the regions where this effective potential has a bistable form. To obtain an analytical estimation of SNR for one element we use a standard linear response theory [53, 124], yielding

\[
SNR_1 = \frac{4\pi A^2}{\sigma_0^2} r_k,
\]

where \( r_k \) is the corresponding Kramers rate [99]

\[
r_k = \sqrt{\left(U''_{\text{eff}}(V)\right)_{V=V_{\text{max}}}} \exp\left(-\frac{2\Delta U_{\text{eff}}}{\sigma_0^2}\right).
\]

(2.20)

Further we rescale this value by the number \( N \) of elements in the circuit [175] and take into account the processing gain \( G \) and the bandwidth \( \Delta \) in the power spectral density [124]. The \( SNR_N \) of the mean field of the whole system of \( N \) elements is then

\[
SNR_N = SNR_1 \frac{NG}{\Delta} + 1.
\]

(2.21)

For the parameters, used below for numerical simulations (\( \sigma_0^2 = 3 \), \( A = 0.1 \), \( N = 324 \), \( G = 0.7 \), \( \Delta = 0.012 \)), we obtain the analytic estimation of SNR, shown in Fig. 2.8a by the solid line. Except for the application for electronic circuits this calculation shows also that DSR can be observed not only in the specific model described in [5*].

In order to verify the results obtained by our rough analytical approximation, we have performed simulations of the model (2.15) using numerical methods described in [97]. We have taken a set of parameters within the region of two coexisting ordered states with nonzero mean field. As a total system, we take a two dimensional lattice of \( 18 \times 18 \) elements, which was simulated numerically with a time step \( \Delta t = 2.5 \times 10^{-4} \). The amplitude of the external signal was set to \( 0.1 \), i.e. sufficiently small to avoid hops between two states in the absence of additive noise. To describe the SR effect quantitatively, we have calculated SNR by extracting the relevant phase-averaged power spectral density \( S(\omega) \) and taking the ratio between its signal part with respect to the noise background [53]. The dependence of SNR on the intensity of the additive noise is shown in Fig. 2.8a for the mean-field (filled points) and the mean field in a two-state approximation (opaque points). In this two-state approximation, we have replaced the value of the mean field in time-series by its sign before calculating the power spectral density, using method of symbolic dynamics [206], standardly used to investigate SR [53]. Both curves demonstrate well-known bell-shaped dependence which is typical for SR. In contrast to two-states approximation, for the mean field, SNR tends to infinity for small values of multiplicative noise intensity (see black points for \( \sigma_0^2 < 0.1 \)). It can be explained by intrawell dynamics in the same way as in the conventional SR [53]. Numerical simulations agree very good with our theoretical estimation despite the very rough approximation via “effective” potential.

Note that this SR effect is created by multiplicative noise, since a bimodality is induced by the combined actions of the multiplicative noise and the coupling. If we decrease only the intensity of multiplicative noise, other parameters fixed, the SR effect is not observed, as it is
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Figure 2.8: (a) Numerical SNR (points) vs analytical estimation (solid line) for the equation with $f_1$ and $D = 3$, $\sigma^2_m = 3$. Numerical results are shown by black points for the mean field and opaque points for its two-state approximation. The stochastic resonance effect is supported by noise. If we decrease the intensity of multiplicative noise, we do not observe it; e.g. for (b) $D = 3$, $\sigma^2_m = 0.5$.

shown in Fig. 2.8b. The reason is that in this case our system is not bistable (see Fig. 2.7) For $f_2$ the behaviour is similar: DSR is observed for $g_1 = 1$, $g_2 = 1$, $D = 5$, $\sigma^2_m = 5$, but not for $\sigma^2_m = 3$, $D = 5$. For experimental setup a minimal number of elements, which are necessary for DSR observation, can be important. Reduction of the elements number in this system leads to the fact, that a system can spontaneously (even in the absence of forcing) perform a hop between two states. These jumps hide DSR effect, since they destroy a coherence between input and output. For the system size $18 \times 18$, considered here, such jumps are rather seldom [136] and do not hinder DSR. Our calculations have shown that a size $10 \times 10$ is still satisfactory, whereas further decrease of the elements number will destroy the effect.
2.3 Doubly stochastic coherence: periodicity via noise-induced symmetry in bistable neural models

Above we have suggested the concept of doubly stochastic effects. The idea is that ordering occurs due to interplay of two noise sources and hence an optimization of both noise intensities is needed. Here we investigate doubly stochastic coherence (DSC), which appears via to the noise-induced symmetry in the excitable system. Rhythm generation is a long-standing problem in science, in particular, in biological and cognitive science contexts [204, 44]. A paradigm of this kind of self-sustained oscillating behavior in nonlinear systems is offered by limit cycles. But even in the absence of limit cycles, internal rhythms can be generated in nonlinear systems by the effect of noise. An early realization of this phenomenon was reported in a two-dimensional autonomous system when operating close to a limit cycle, and was interpreted as a manifestation of stochastic resonance in the absence of external forcing [83]. An optimal amount of noise was also seen to lead to a maximally coherent output in an excitable system [150]. This effect, called coherence resonance, was studied in the well-known FitzHugh-Nagumo model, which has been extensively used to describe the dynamics of neural systems [94].

A complete understanding of these different mechanisms of coherence resonance is very important for the study of rhythm generation in biological systems [44, 29], and in particular in neural tissue. On the other hand, increasing experimental evidence has established in recent years that certain types of neurons frequently operate in a bistable regime [84]. Thus, the question arises whether noise can excite an autonomous coherent output in bistable neural systems. In this direction, both standard stochastic and coherence resonance have been observed in a symmetrically bistable FitzHugh-Nagumo model [110]. Here we show that coherence can also be generated in the general asymmetric case, where the stability of the two stable steady states is not necessarily the same. We demonstrate that the mechanism of coherence enhancement in this situation is utterly different from the standard one, being based on the restoration of symmetry induced by a multiplicative source of noise. This effect vividly contrasts with standard noise-induced phase transitions, where noise usually leads to the breaking of symmetry [65].

Doubly stochastic coherence (DSC) can be observed in an asymmetric system under the action of multiplicative and additive noises. Once multiplicative noise induces a symmetric bistable state in the system, an optimal amount of additive noise can maximize coherence in the output [110]. Hence, the resulting coherence is doubly stochastic, since simultaneous optimization of two noise intensities is required in order to get the phenomenon. Here the occurrence of DSC is reported on a modified version of the well-known FitzHugh-Nagumo (FHN) model.

We consider the following version of the FHN model:

\[
\begin{align*}
\frac{\varepsilon}{dt} du &= (u(1-u)(u-a) - v) \\
\frac{dv}{dt} &= bu - v - uv\xi(t) + \zeta(t).
\end{align*}
\] (2.22)
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In a neural context, $u(t)$ represents the membrane potential of the neuron and $v(t)$ is related to the time-dependent conductance of the potassium channels in the membrane [94]. The dynamics of $u$ is much faster than that of $v$, as indicated by the small time-scale-ratio parameter $\varepsilon$. There are two mutually uncorrelated noise sources, represented by the $\delta$-correlated Gaussian noises $\xi(t)$ and $\zeta(t)$, with zero mean and correlations $\langle \xi(t)\xi(t') \rangle = \sigma^2_\xi \delta(t - t')$ and $\langle \zeta(t)\zeta(t') \rangle = \sigma^2_\zeta \delta(t - t')$. The multiplicative noise $\zeta(t)$ is interpreted in the Stratonovich sense [65].

In what follows we use the parameters $a = 0.15$, $b = 0.12$, and $\varepsilon = 0.01$, for which the deterministic system has two stable fixed points with different stability (i.e. with different thresholds of escape through the extrema of the $u$-nullcline), as shown in Fig. 2.9 (curve 1 and its crossing points with the $u$-nullcline). Additive noise induces here jumps between these two states, but the escape times are very different in the two states. This behavior is shown in Fig. 2.11(a), as obtained from numerical simulations of model (2.22) for the above-mentioned parameters.

![Figure 2.9: Nullcline plot of the FHN model (2.22). Dashed line: $u$-nullcline ($\dot{u} = 0$); solid lines: $v$-nullclines ($\dot{v} = 0$) for three different values of the multiplicative noise intensity: $\sigma^2_m = 0.0$ (curve 1), 0.2 (curve 2), and 2 (curve 3). Multiplicative noise changes the relative stability of the stable points and induces the symmetric situation.](image)

The effect of multiplicative noise in this system can be determined by analyzing the systematic effect it produces in the system dynamics due to the fact that the corresponding fluctuating term in the $v$ equation has a nonzero average value. Computation of this average value by means of standard techniques [172] leads to the following effective deterministic model, which can be considered as a first order approximation in a small-noise expansion of
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\[ \xi(t) \] [65]:

\[
\frac{\partial u}{\partial t} = (u(1-u)(u-a) - v) \tag{2.23}
\]

\[
\frac{\partial v}{\partial t} = bu + v + \frac{\sigma_m^2}{2} u^2 v, \tag{2.24}
\]

The nullclines of this model for two nonzero values of \( \sigma_m^2 \) are shown in Fig. 2.9, as curves 2 and 3. It can be seen that for an intermediate value of \( \sigma_m^2 \), corresponding to curve 2, the two states are equally stable and the escape times are basically identical. As a result, jumps in the output of the system in the presence of an optimal amount of additive noise are more equidistant (2.11(b)). Hence, an increase of multiplicative noise enhances coherence via noise-induced symmetry. For larger multiplicative noise intensity the asymmetry arises again, this time reversed (curve 3 in the Fig. 2.9) and the coherence is strongly reduced [Fig. 2.11(c)]. In fact, in this extreme case the upper steady state has turned unstable, and the system becomes excitable.

To quantify this coherence enhancement, we have measured the normalized variance of subsequent periods \( T_i \). The illustration of the definition of \( T_i \) is depicted in Fig. 2.11(a). The normalized variance, which is called coherence parameter [150], is determined as \( R = \sqrt{\sigma_T^2/(T_i)} \), where \( \sigma_T^2 \) is the variance of the sequence \( T_i \), and \( \langle T_i \rangle \) is its average value. The dependence of \( R \) on the multiplicative noise intensity for the time series depicted in Fig. 2.11(a-c) is shown in the Fig.2.10 left. It is clearly seen that \( R \) first decreases to some minimum value and then increases again. The minimal \( R \) corresponds to the highest degree of periodicity in the system output, and is a manifestation of stochastically induced coherence. A similar behavior occurs for varying the strength of the additive noise as well, as shown in the inset of Fig. 2.10 right. Hence, both noise intensities need to be tuned in order to optimize periodicity in the output (see Fig. 2.11 (d)), and hence we call this effect doubly stochastic coherence (DSC). Different values of the excitation threshold correspond to different optimal intensities of the noise. Hence, to optimize the periodicity one can vary either the threshold (provided by

![Figure 2.10: Coherence parameter R vs. intensity of the multiplicative (left) and additive (right) noises. \( \sigma_T^2 = 2 \times 10^{-4} \) and \( \sigma_m^2 = 0.5 \) rsp. The curves have clearly defined minimum, which corresponds to the most periodic behaviour.](image-url)
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Figure 2.11: (a-c): Time evolution of the activator variable $u$ for three multiplicative noise intensities: (a) $\sigma_m^2=0.0$, (b) 0.2, (c) 2. The intensity of additive noise is fixed to $\sigma_a^2 = 2 \times 10^{-4}$, other parameters are given in the text. (d): 3D plot of the coherence parameter $R$ vs. intensity of the multiplicative and additive noises.

multiplicative noise), or the intensity of additive noise.

With the aim of confirming experimentally the phenomenon of DSC via noise-induced symmetry, we have designed a circuit (Fig. 2.12), which has two asymmetrically stable steady states. In this circuit, the difference between the positive and negative voltages feedings the operational amplifier provides the asymmetry in the stability of the two fixed points. Multiplicative noise acts on the positive voltage $V_+$, which is a parameter that changes the stability of the higher voltage fixed point of the circuit [19]. A second source of noise, which acts as a signal, induces jumps between the two stable states, and acts as an additive noise. The noise is produced electronically by amplifying shot noise from a junction diode [114].

Following the numerical approach, we fix the intensity of additive noise and increase that of multiplicative noise. First, the upper steady state is more stable than the lower one, and the system spends more time in the former [Fig. 2.13(a)]. As the strength of multiplicative noise increases the situation is reversed [Fig. 2.13(c)], passing through a symmetric regime for intermediate noise [Fig. 2.13(b)]. Calculating the coherence parameter $R$ for the experimental time traces, we find clearly the effect of doubly stochastic coherence [Fig. 2.13(d)].

We have also examined the effect of spatial coupling on a set of distributed bistable FHN
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Figure 2.12: Nonlinear electronic circuit with two asymmetrically stable steady states. The values of the elements are: $R = 270 \, \Omega$, $L = 10 \, mH$, $C_1 = 1 \, nF$, $C_2 = 10 \, nF$, $R' = 220 \, \Omega$, $V_- = 5 \, V$, and $V_+ = 2 \, V$. The operational amplifier is taken from a TL082 integrated circuit.

oscillators subject to two noise sources. The model is now given by:

\begin{align*}
\varepsilon \frac{\partial u_i}{\partial t} &= (u_i(1-u_i)(u_i-a) - v_i) \\
&+ \frac{D}{2}(u_{i+1} + u_{i-1} - 2u_i) \\
\frac{\partial v_i}{\partial t} &= b u_i - v_i - u_i v_i \xi_i(t) + \xi_i(t),
\end{align*}

(2.25)

where $D$ denotes the strength of coupling and the noise terms are now $\delta$-correlated also in space, with $\langle \xi_i(t) \xi_j(t') \rangle = \sigma^2_m \delta(t-t') \delta_{ij}$ and $\langle \xi_i(t) \xi_j(t') \rangle = \sigma^2_a \delta(t-t') \delta_{ij}$.

We now study the joint effect of additive and multiplicative noise on the spatiotemporal evolution of this extended system, using a binary coding for the activator variable $u_i(t)$, associating black or white to each one of the two fixed points of the local bistable dynamics. The numerical simulation results are shown in Fig. 2.14 for three values of $\sigma^2_m$ and a fixed $\sigma^2_a$. As expected, the local dynamics becomes more regular for an optimal amount of multiplicative noise, as happens with an isolated FHN element. However, remarkably enough, the most temporally coherent case corresponds also to the most spatially uniform behavior of the system as a whole. To characterize such a synchronized coherence we calculate the coherence parameter $R$ for the mean field $m(t) = \sum u_i$. The dependence of this parameter vs the intensity of multiplicative noise is shown in Fig. 2.15 (a) for a system of 50 coupled elements. The dependence is non-monotonic, reflecting the DSC characteristic of isolated elements, although in this case the parameter measures also the degree of synchronization in the system. Furthermore, Fig.2.15 (b) shows that increasing the number of elements in the ensemble first increases the coherence of the output ($R$ initially decreases), due to the synchronization of the elements, but further increase of the system size leads to a loss of synchronization, and thus $R$ increases again. The result is a system-size coherence resonance (cf with system-size stochastic resonance, which happens in externally forced systems [153]). In a neural context, this property could explain why neurons are coupled in networks of optimal size for the organization of a pacemaker.
In conclusion of this chapter, it has been shown that bistable neural systems exhibit doubly stochastic coherence via noise-induced symmetry. This mechanism of rhythm generation arises whenever the two stable steady states of the system have different escape thresholds. An optimal amount of multiplicative noise renders the two fixed points equally stable, and tuning the additive noise in this noise-induced symmetric situation maximizes the coherent behavior in the system. The influence of multiplicative noise can be explained in terms of an effective model that contains the systematic effect of the noise term. These results have been confirmed by experimental measurements on a bistable nonlinear electronic circuit. From a second standpoint, it has been shown that this effect leads to synchronized behavior in spatially distributed systems. In this case, this coherence enhancement also exhibits a resonance with respect to the size of the system, i.e. there is some optimal size of the system for which the output is the most periodic one. Our study has been performed in the general framework of the paradigmatic FHN model, in a bistable asymmetric regime which is realistic for biological systems, and hence we expect that our findings could be of importance for understanding the mechanisms of periodicity generation in neural and other excitable media.
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Figure 2.14: Spatiotemporal evolution of a chain of FHN oscillators in the bistable regime for three intensities of the multiplicative noise. From left to right, $\sigma_m^2 = 0.01, 0.2, 4$. Additive noise is fixed to $\sigma_a = 4 \times 10^{-4}$. Coding is binary, with black corresponding to the upper fixed point, and white to the lower one. Other parameters are $D = 30$, $a = 0.15$, $b = 0.12$, and $\varepsilon = 0.01$.

Figure 2.15: (a): Coherence parameter $R$ of the mean field $m(t)$ vs intensity of the multiplicative noise for a system with 50 coupled elements. (b): the dependence of $R$ on the size of the system ($\sigma_m^2 = 0.005$).
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New effects in noise-induced propagation
3.1 Noise induced propagation in monostable media

In previous sections we have shown that in DSR the energy of fluctuations can be used even more efficiently in spatially extended systems, by using noise twofold: to synchronize output hops across a potential barrier with an external signal, and also to optimally construct the barrier itself. Another important and nontrivial phenomenon connected with SR in spatially distributed systems is the phenomenon of noise enhanced propagation, in which the propagation of a harmonic forcing through an unforced bistable or excitable medium is increased for an optimal intensity of the additive noise [111, 209, 15].

The idea of doubly stochastic effects in the application to propagation leads to a new propagation phenomenon in monostable media. We show that noise can enhance propagation in deterministically monostable media, without any deterministic threshold, provided bistability is induced by a second (multiplicative) noise and coupling through a noise-induced phase transition. Although numerous works about noise-induced propagation exist (cf. [63, 147, 168], for instance), to our knowledge propagation in monostable media, which is a very important class of dynamical systems, has not been considered before. Some exception is the work [160], where noise-induced propagation in systems with one stable state has been considered, however the system was nonpotential and hence not with a monostable potential. In what follows, we present noise-induced propagation in a general model of overdamped coupled monostable nonlinear oscillators. Subsequently, and for the sake of concreteness, the phenomenon is analyzed in particular in a simple model of coupled electronic circuits.

We begin by studying a general class of spatially distributed systems, which are locally coupled and periodically forced:

\[
\dot{x}_i = f(x_i) + g(x_i)\zeta_i(t) + \frac{D}{4} \sum_{j \in nn(i)} (x_j - x_i) + \xi_i(t) + A_i \cos(\omega t + \varphi),
\]

where \( x_i \) is defined in a two-dimensional discrete space of \( N \times N \) cells, with \( i \) denoting the cell position \( (i = i_x + N(i_y - 1), \) where \( i_x \) and \( i_y \) run from 1 to \( N \). The sum in the right-hand side runs over all nearest neighbors of site \( i \) [\( nn(i) \)]. The additive and multiplicative noise terms are mutually uncorrelated Gaussian distributed with zero mean, and white both in space and time, i.e. \( \langle \zeta_i(t)\zeta_j(t') \rangle = \sigma^2_\zeta \delta_{ij} \delta(t - t') \) and \( \langle \xi_i(t)\xi_j(t') \rangle = \sigma^2_\xi \delta_{ij} \delta(t - t') \). The results are averaged over the initial phase \( \varphi \) of a harmonic forcing, which has amplitude \( A_i \) and frequency \( \omega \).

In the absence of periodic forcing \((A_i = 0)\), different types of noise-induced phase transitions can be obtained for different deterministic and stochastic forces \( f(x_i) \) and \( g(x_i) \) [172]. In particular, a system with a monostable deterministic potential can undergo a phase transition to a noise-induced bistable state for a suitable stochastic forcing \( g(x_i) \) [195]. There, in the presence of a global harmonic forcing, DSR is observed [59]. We consider here the case that the periodic forcing is applied coherently along only one side, as shown in Fig. 3.1 \([A_i = A(\delta_{1,1} + \delta_{1,2} + \delta_{1,3})]\), and study the propagation of this forcing action into the non-excited portion of the system.

Even though the results shown below are very general, for a quantitative study we choose particular functions \( f(x) \) and \( g(x) \). These functions model the local dynamics of the electronic
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**Figure 3.1:** Scheme of the spatially distributed system. The periodic excitation is performed only from one side, elements under the direct periodic action are denoted by black. All oscillators are under the influence of noise. To study the behavior of both driven and non-driven elements, first three columns \(i_x = 1, 2, 3\) are periodically driven, however to achieve propagation it is sufficient to excite only one column.

A circuit designed theoretically (i.e. it is so far a thought experiment) and displayed in Fig. 2.6. This circuit consists of a capacitor with capacitance \(C\), a time-varying resistor (TVR) with conductance \(G(t)\), a current generator \(I(t)\), four coupling resistors \(R_c\) (responsible for the diffusive coupling with the neighbors), and a nonlinear resistor \(R_N\), which is realized with a set of ordinary diodes or operational amplifiers \([4^*]\), and has the characteristic function

\[
i_N = h(V) = \begin{cases} 
G_aV + (G_a - G_b)B_p & \text{if } V \leq -B_p, \\
G_aV & \text{if } |V| < B_p, \\
G_bV - (G_a - G_b)B_p & \text{if } V \geq B_p,
\end{cases}
\]

where \(i_N\) is the current through the nonlinear resistor \((R_N)\), \(V\) is the voltage drop across it, and the parameters \(G_a, G_b\) and \(B_p\) determine the slopes and the breakpoint of its piecewise-linear characteristic curve.

We now consider that the conductance of the TVR fluctuates randomly in time, in the form of a Gaussian noise \(\delta\)-correlated in space and time \([G_i(t) = \xi_i(t)]\), and that the input current \(I(t)\) has the form of a periodic signal to which an uncorrelated Gaussian noise \(\xi(t)\) is added \([I_i(t) = \xi_i(t) + A_i \cos(\omega t + \phi_i)]\). Under these conditions, the dynamics of the spatially coupled system is described by Eq. (3.1), where \(x_i\) now represents the voltage drop across the nonlinear resistor of circuit \(i\), and the forces are \(f(x) = -h(x)\) and \(g(x) = x\) \([4^*]\). Additionally, \(C = 1\) by an appropriate time normalization, and the coupling strength \(D = \frac{4}{\tau R_c}\).

SR behavior can be expected if the system is bistable for the chosen set of parameters. Regions of bistability can be determined approximately by means of a standard mean-field procedure \([65]\). The mean-field approximation consists of replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (3.1) in the absence
3.1. NOISE INDUCED PROPAGATION IN MONOSTABLE MEDIA

of external forcing. In this way, we get the steady-state probability distribution $P_{st}$:

$$P_{st}(x, m) = \frac{C(m)}{\sqrt{\sigma_m^2 \sigma^2(x) + \sigma_a^2}} \exp \left( 2 \int_0^x \frac{f(y) - D(y - m)}{\sigma_m^2 \sigma^2(y) + \sigma_a^2} \, dy \right),$$

(3.3)

where $C(m)$ is a normalization constant and $m$ is the mean field, defined implicitly by:

$$m = \int_{-\infty}^\infty x P_{st}(x, m) \, dx.$$  

(3.4)

The value of $m$ is obtained by the self-consistent solution of Eq. (3.4), which enables to determine the transition lines between the ordered bistable ($m \neq 0$) and the disordered monostable ($m = 0$) phases. These transition boundaries are shown in Fig. 3.2 in the $D - \sigma_m^2$ plane for three different values of the additive noise intensity. Note that bistability requires both multiplicative noise and coupling between elements. We also find that an increase in additive noise reduces the bistable region. This gives DSR a special character with respect to standard SR [5*].

Now we place ourselves within the bistable regime supported by multiplicative noise and coupling (e.g. $D = 3$, $\sigma_m^2 = 3$), and investigate the propagation of a wave through the system. To that end, we harmonically excite the lattice from one side, as shown in Fig. 3.1, with boundary conditions periodic in the vertical direction and no-flux in the horizontal direction. The propagation will be quantified by the system’s response at the excitation frequency, computed as $Q^{(j)} = \sqrt{Q_{\text{sin}}^{(j)} + Q_{\text{cos}}^{(j)}}$, with

$$Q_{\text{sin}}^{(j)} = \frac{\omega}{m_\pi} \int_0^{2\pi/\omega} 2m_j(t) \sin(\omega t) \, dt,$$

(3.5)

$$Q_{\text{cos}}^{(j)} = \frac{\omega}{m_\pi} \int_0^{2\pi/\omega} 2m_j(t) \cos(\omega t) \, dt,$$

(3.6)

where $m_j(t)$ is the field (voltage) averaged along the vertical column (Fig. 3.1), i.e. $m_j(t) = \frac{1}{N} \sum_{k=1}^N x_{i+(k-1)N}(t)$.

The value of $Q^{(j)}$ for different oscillators along the chain is shown in Fig. 3.3(a), for increasing intensities of additive noise within the noise-induced bistable regime. The forcing amplitude is taken to be large enough to produce hops between the two wells in the bistable oscillators, without the need of additive noise. Therefore, for the first oscillators an increase of additive noise leads only to a decreasing response at the forcing frequency, whereas for distant oscillators the situation changes qualitatively. There, a response is induced that depends non-monotonically on the additive noise intensity. Clearly, a certain amount of additive noise exists for which propagation of the harmonic signal is optimal. For smaller multiplicative-noise intensity [Fig. 3.3(b)] the system leaves the bistable region; hence the response is small and always monotonically decreasing. Hence, the resonant-like effect requires suitable intensities of both the additive and multiplicative noises.

A propagation of the harmonic signal can also be obtained for values of the forcing amplitude small enough so that hops are not produced in the directly excited sites in the absence of additive noise. This is the regime in which DSR really occurs in the excited part of the system,
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Figure 3.2: Mean-field transition lines between disordered monostable ($m = 0$) and ordered bistable ($m \neq 0$) phases for model (3.1): $\sigma_n^2 = 0.3$ (label 1), $\sigma_n^2 = 0.5$ (label 2) and $\sigma_n^2 = 1.0$ (label 3). Other parameters are $G_a = 0.5$, $G_b = 10$ and $B_p = 1$.

and the excitation propagates through the rest of the lattice enhanced by noise. Now all the oscillators have a non-monotonic dependence on the additive noise intensity for a multiplicative noise within the bistable region [Fig. 3.3(c)], and a monotonic one for a multiplicative noise within the monostable region [Fig. 3.3(d)]. The former case corresponds to a spatiotemporal propagation in the DSR medium, and we call this phenomenon spatiotemporal doubly stochastic resonance (SDSR).

The mechanism of this phenomenon can be explained theoretically on the basis of a mean-field approximation. We give a first qualitative glimpse of this analysis in what follows; quantitative details will be published elsewhere. Due to coupling and multiplicative noise, the system becomes bistable with the behavior approximately governed by a mean-field effective potential [5*]

$$U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = - \int f(x) dx - \sigma_n^2 \frac{x^2}{4}. \tag{3.7}$$

Now the effect can be understood in the frame of a standard SR mechanism [53], where the external signal is provided by the periodic force for the directly excited oscillators, and by the influence of the left neighbors for the non-excited oscillators. For large forcing, only the latter need an additive noise to hop synchronously between wells, whereas for small forcing, both the excited and the non-excited oscillators display SR. These two behaviors correspond to the situations depicted in Figs. 3.3(a) and 3.3(c), respectively.

At this point it is worth making several remarks to the phenomenon described above. First, SDSR and noise-induced propagation in monostable media are strongly different to spatiotemporal SR [123, 199] or noise enhanced propagation [111, 209] in bistable media. The effect presented here can be controlled by multiplicative noise, which modifies the depth and separation of the two potential wells. Therefore, an optimal amount of multiplicative noise is required to support the bistable structure. Nothing similar occurs in array-enhanced SR [112] or in SR in extended bistable systems [23, 205]. On the other hand, an increase of additive noise also leads to a loss of bistability (see Fig. 3.2), and hence a decrease of $Q$ for large additive noise is explained not only by the fact that disordered hops are produced by
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Figure 3.3: Response $Q^{(j)}$ to a periodic excitation in different oscillators (the order $j$ is shown in the curve labels) vs. additive-noise intensity (a,c) inside the bistability region ($\sigma_m^2 = 3$), and (b,d) outside that region ($\sigma_m^2 = 0.5$). As shown in Fig. 3.1, the oscillators with index $j = i_x = 1, 2, 3$ are directly excited by the periodic force, and oscillators with $j = i_x > 3$ are excited through the excitation propagation. Parameters are those of Fig. 3.2, and $D = 3$. The amplitude is: (a,b) $A = 0.3$ (noise-induced propagation) and (c,d) $A = 0.2$ (spatiotemporal doubly stochastic resonance).
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intense noise, as in standard SR, but also by the loss of bistability.

Second, noise-induced propagation in monostable media is very intriguing from the viewpoint of the theory of extended systems with noise and cannot be directly predicted from DSR. The noise-induced bistability, on which DSR is based, is a collective phenomenon, which can be observed only for a positive value of coupling. The coupling causes the situation when all elements are close to the same position. In contrast to it, here we have shown that a propagation, which implies that different cells are simultaneously in different states, can occur in such a system without destroying the mechanism of bistability. Moreover, this propagation can be enhanced by additive noise and controlled by multiplicative noise. An interesting question is, how high can the frequency of the external signal be and still display propagation in this medium.

In conclusion, we have reported the existence of a propagation phenomenon, in which noise induces wave propagation in monostable media. The joint action of multiplicative noise and spatial coupling induces bistability, and additive noise enhances the propagation of harmonic forcing in the stochastically induced bistable medium. Due to its nontrivial propagation mechanism, this effect is interesting from a theoretical viewpoint, and can be considered as a contribution to the theory of extended systems with noise. We also expect that these theoretical findings will stimulate experimental work. Especially, such kind of a propagation can be of great importance in communications, due to the fact that the energy of noise is used in a very efficient way, both to construct the potential barrier and to provide propagation enhancement in the noise-supported bistable system. We have demonstrated noise-induced propagation in monostable media in a simple realistic model, but in a general framework. Due to the generality of the model we expect that this effect can be also found in several more complicated real extended systems with noise-induced bistability. Probable experimental implementations include the same as for DSR experimental situations: arrays of simple electronic circuits as a communication system [4*], analog circuits [1], electronic cellular neural networks [149, 11, 158], and are expected to be achieved in several real spatially distributed systems, such as liquid crystals [93], photosensitive chemical reactions [128], Rayleigh-Bénard convection [127] or liquid helium [73].
3.2 Noise-induced propagation and frequency selection of bichromatic signals in bistable media

Information needs to be transmitted in many different contexts, including for instance cell signalling in biological systems [94] and optical communications in technological networks [7]. Biological systems, and in particular neural tissue (where signal transmission is of utmost importance), are subjected to a large amount of noise of different origins. This fact underlies the current interest in examining the effects of random fluctuations in signal transmission processes. Actually, contrary to intuition, recent investigations have revealed the constructive role of noise in the effect of noise-induced propagation. Numerical investigations have shown that random fluctuations enhance propagation of harmonic (monochromatic) signals through bistable [209, 111] and even monostable [11] media (see the previous chapter). In those cases, the periodic response to a harmonic forcing being applied to one end of the system propagates the farthest when the amount of noise acting on all elements is optimal. The phenomenon has all ingredients characteristic of stochastic resonance [125]; one can say in fact that the system exhibits locally the noise-induced amplification of a weak periodic signal coming from the neighboring sites. Here we are interested in the propagation of a signal which contains more than one frequency.

Noise-enhanced propagation has also been observed for aperiodic signals [63]. But between the two limiting cases of purely harmonic (single frequency) and completely aperiodic signals, the intermediate case of signals consisting of a finite number of harmonic modulations is worth being studied. This kind of signals is commonly used, for instance, in multi-channel optical communication systems based on wavelength-division multiplexing (WDM) [7]. In a different type of application, probing methods based on the propagation of two-frequency signals are used, for example, to determine the size and abundance of plankton [132], to analyze evoked potentials in the human visual cortex [198], and to diagnose the physical conditions of the Antarctic ice sheet [51]. Here we analyze the effect of noise on the propagation of such kind of bichromatic signals. Two main conclusions can be drawn from this study. First, noise enhances propagation of the two harmonic components of the driving, similarly to what happens with standard monochromatic driving [209, 111]. Second, and more importantly, noise can be used to select the frequency which is propagated with higher efficiency. We observe that for small noise levels the harmonic with lower frequency is propagated better than the one with higher frequency, where for large noise levels the reverse property is found. These two different effects will be analyzed in the following paragraphs.

We consider a one-dimensional chain of $N$ coupled overdamped oscillators under the action of spatiotemporal noise. The dynamics of this system can be described by the following set of equations:

$$x_n = f(x_n) + \varepsilon(x_{n-1} - x_n) + \varepsilon(x_{n+1} - x_n) + \xi_n(t)$$

where $n = 1 \ldots N$ denotes the different oscillators, $\varepsilon$ represents the strength of coupling between them, and $\xi_n(t)$ is a Gaussian noise, $\delta$-correlated in space and time with intensity $\sigma^2$. The form of the deterministic force $f(x)$, which is assumed equal for all oscillators, is chosen
CHAPTER 3. NEW EFFECTS IN NOISE-INDUCED PROPAGATION

to correspond to a bistable dynamics:

\[ f(x) = k_1 x - k_2 x^3, \]  
(3.9)

with \( k_1, k_2 > 0 \). In what follows, we will use the values \( k_1 = 4.74 \) and \( k_2 = 7.48 \). The boundary conditions of the model are such that the ends of the chain are free \((x_0 = x_1, x_{N+1} = x_N)\). Moreover, an input signal is introduced at one end of the chain by forcing its first element with two harmonic drivings:

\[ \dot{x}_1 = f(x_1) + \xi(t) + A_1 \cos(\omega_1 t) + A_2 \cos(\omega_2 t) \]  
(3.10)

We aim to analyze the propagation of this combined signal through the chain. We choose non-commensurate frequencies and different amplitudes of the two harmonic components, to avoid interference effects due to their superposition. An example of this signal is shown in Fig. 3.4.

![Two-frequency signal injected in one end of the chain. Its parameters are \( A_1 = 7 \), \( A_2 = 10 \), \( \omega_1 = 0.2 \), and \( \omega_2 = \omega_1 e \approx 0.54 \), where \( e \) is the base of a natural logarithm.](image)

Figure 3.4: Two-frequency signal injected in one end of the chain. Its parameters are \( A_1 = 7 \), \( A_2 = 10 \), \( \omega_1 = 0.2 \), and \( \omega_2 = \omega_1 e \approx 0.54 \), where \( e \) is the base of a natural logarithm.

To estimate the quality of signal transmission at a certain oscillator \( k \) along the chain and at a particular frequency \( \omega_i \), we have calculated the response \( Q^k(\omega_i) \) as the Fourier component of the spectrum of the corresponding time series \( x_k(t) \) at this frequency:

\[ Q^k(\omega_i) = \sqrt{Q^2_{\sin} + Q^2_{\cos}}, \]  
(3.11)

where

\[ Q_{\sin} = \frac{\omega_i}{n \pi} \int_0^{2\pi/\omega_i} x_k(t) \sin(\omega_i t) \, dt, \]  
(3.12)

and

\[ Q_{\cos} = \frac{\omega_i}{n \pi} \int_0^{2\pi/\omega_i} x_k(t) \cos(\omega_i t) \, dt. \]  
(3.13)

We have performed numerical simulations of model (3.8) in the presence of the signal shown in Fig. 3.4, and have analyzed the response of the different oscillators at the two driving frequencies, as a function of the intensity of the spatiotemporal noise. The results
for the first oscillators of the chain are shown in Fig. 3.5. We first note that for the second and third oscillators (left and middle plot of the figure), the response at both frequencies decreases with noise intensity. The reason for this behavior is that the amplitudes of the two harmonic signals acting on the first oscillator are large enough to produce in it jumps between the two wells of the bistable potential even without noise. This noiseless periodic output pervades the neighboring oscillators (in this case the second and third ones). Therefore, any amount of noise decreases the quality of the response. On the other hand, far enough from the input end of the chain (depending on the value of the coupling strength; in this case, where $\epsilon = 4$, it occurs at the fourth oscillator; for smaller coupling it occurs earlier, but the response is weaker) the system does not jump spontaneously, and noise is needed to induce the switchings between wells. For that reason, the response function of the fourth oscillator (right plot in Fig. 3.5) initially increases with noise intensity. Naturally, for large noise levels disorder comes into play and the response function decreases again. The result is that there exist intermediate amounts of noise for which the response at each one of the two driving frequencies is optimal, a characteristic signature of stochastic resonance. Hence, one can say that noise enhances propagation of the two-frequency signal in this system, with the optimal noise intensity being slightly different for each one of the two frequencies.

Another feature that can be observed in Fig. 3.5 is that the response in the first oscillators is larger at the high frequency than at the low one, for all values of the noise intensity. As the signal travels farther away from the input end of the chain, the response decreases monotonously. However, the decrease is fastest for the high frequency than for the low frequency signal, an effect which is more pronounced for low noise levels. As a result, for oscillators far down the chain and for small enough noise, the response is larger at the low frequency than at the high one. This can be seen in Fig. 3.6, which represents the response at the two frequencies for the fifth, sixth and eighth oscillators. For the fifth and sixth oscillators, the crossover between the two response regimes at an intermediate noise intensity can be clearly seen. For the eighth oscillators and at large noise, the response is approximately equally low at the two frequencies. The result is that, for a certain set of oscillators along the chain, noise selects the frequency which is being transmitter with better efficiency: the high-frequency harmonic for large noise intensity and the low-frequency one for small enough noise. It is worth to note that due to the intrinsic properties of the bistable chain, the high frequency

Figure 3.5: Response of the system in the 2nd (left), 3rd (middle), and 4th (right) oscillators at frequencies $\omega_1$ (thick line) and $\omega_2$ (thin line). The number of oscillators in the chain is 32.
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is always better suppressed, hence this noise-induced selection is possible only under the condition of different initial amplitudes.

![Figure 3.6: Response of the system in the 5th (left), 6th (middle), and 8th (right) oscillators at frequencies $\omega_1$ (thick line) and $\omega_2$ (thin line).]

In order to visualize the noise-induced frequency selection effect described above, we have performed a symbol coding of two time series for different amounts of noise. These results are shown in Fig. 3.7. It can be clearly seen that for $\sigma_\alpha'^2 = 0.65$ (second plot from above) the low-frequency harmonic (top plot) is better transmitted, whereas for $\sigma_\alpha'^2 = 2.0$ (third plot from above) propagation is better for the high-frequency signal (bottom plot). The behavior of the 5th oscillator in Fig. 3.7 can be compared with the corresponding response curves in Fig. 3.6.

![Figure 3.7: Symbol coding of the spatio-temporal evolution of the system. Time evolves along the horizontal axis, space along the vertical one. From top to bottom: low-frequency component of the signal ($\cos(\omega_1 t)$); first six oscillators for $\sigma_\alpha'^2 = 0.65$; first six oscillators for $\sigma_\alpha'^2 = 2.0$; high-frequency component of the signal ($\cos(\omega_2 t)$).]

In conclusion, here we have analyzed the constructive effect of additive noise in the propagation of two-frequency (bichromatic) harmonic signals through discrete bistable media. The results show that noise enhances propagation of such signals, similarly to what happens with simpler monochromatic driving. Furthermore, we have shown that by changing the
noise intensity one is able to select the propagation frequency. We expect this effects to be also present with more general multifrequency signals. Hence, this results could be relevant in biological and technological contexts where harmonic signals with many frequencies are present or used.
Chapter 4

Noise-induced resonant effects and resonant effects in the presence of noise
4.1 Vibrational resonance in a noise-induced structure

It has been pointed out that stochastic resonance like phenomena can be also observed in systems where a chaotic signal is used instead of noise [182]. Moreover, in [104] it has been shown that a high-frequency periodic force can work as a noise and amplify the response to the low frequency periodic signal in bistable systems. This effect has been called Vibrational Resonance (VR) [104], analogously to SR. In VR the dependence of the system response versus the amplitude of the high-frequency action has a well-known bell-shaped resonant form. Since two-frequency signals are very often used in communication technologies [131], it means that an optimal high-frequency modulation may improve processing of a low-frequency signal. It is important to mention that two-frequency signals are also object of intensive interest in laser physics [188], acoustics[118], neuroscience[198], or physics of the ionosphere[67]. Here we investigate whether VR can be achieved in noise-induced structures, which do not have any threshold or a potential barrier in the absence of noise. For this purpose we consider a spatially extended system consisting of a network of coupled monostable noisy oscillators under the action of low- and high-frequency periodic signals. In this system a collective action of coupling and multiplicative noise results in the organization of bistability of the mean field. If the amplitude of a low-frequency signal is not enough for a synchronous response of the system, then the high-frequency force is applied. We find that an increase of the high-frequency amplitude leads to a non-monotonous change of the system response with a clearly defined maximum. Therefore, we present a new phenomenon, vibrational resonance in a noise-induced structure, which is a variation of SR.

We study this effect on a nonlinear lattice of coupled overdamped oscillators introduced in [195] and further studied in [196][5*]. The following set of Langevin equations describes the considered system:

\[ \dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_{j \in nn(i)} (x_j - x_i) + A \cos(\omega t) + B \cos(\Omega t), \]  

(4.1)

where \( x_i(t) \) represents the state of the \( i \)th oscillator, \( i = 1, ..., L^d \), in the cubic lattice of size \( L \) in \( d \) dimensions with \( N = L^d \) elements. The sum runs over the \( 2d \) nearest neighbors of the \( i \)th cell \([nn(i)]\), and the strength of the coupling is measured by \( D \). The noisy term \( \xi_i(t) \) represents Gaussian noise, with zero mean and uncorrelated both in space and time

\[ \langle \xi_i(t) \xi_j(t') \rangle = \sigma^2 \delta_{ij} \delta(t-t'). \]  

(4.2)

The last terms in (4.1) stand for external periodic forces, representing a low frequency signal with amplitude \( A \), frequency \( \omega \), and a high-frequency signal with amplitude \( B \) and frequency \( \Omega \), where \( \Omega \gg \omega \) and these frequencies can be incommensurable.

For the sake of simplicity, the functions \( f(x) \) and \( g(x) \) are taken to be of the form \([4*]\):

\[ f(x) = \begin{cases} 
-G_b x - (G_a - G_b)B_p & \text{if } x \leq -B_p, \\
-G_a x & \text{if } |x| < B_p, \\
-G_b x + (G_a - G_b)B_p & \text{if } x \geq B_p, 
\end{cases} \]  

(4.3)

\]
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Figure 4.1: Time series of the mean field of the system (eq. 4.1) compared with the low-frequency signal $A \cos(\omega t)$ (not in scale) for different intensities of high-frequency vibration. From top to bottom, $B=0.5$, 1.5, and 4.0. $\Omega = 5.0, \omega = 0.1, A = 0.15, \sigma_m^2 = 3.0$. This intensity of multiplicative noise corresponds to the bistable region.

where the parameters $G_a = 0.5$, $G_b = 10$ and $B_p = 1$ determine the slopes and the breakpoint of the piecewise-linear characteristic curve (an approximation of the function $f(x) = -x - x^3$). Such forms of functions describe a realistic electronic circuit designed in [5*]. In the absence of the external force ($A = 0, B = 0$) this model can be solved analytically by means of a standard mean-field theory (MFT) procedure [65]. The mean-field approximation consists in replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (4.1). Using this mean-field approximation, one determines transitions between ordered ($m \neq 0$) and disordered ($m = 0$) phases[5*], where $m$ is the mean field, defined as $m(t) = \frac{1}{L^D} \sum_{i=1}^{N} x_i(t)$. This analysis shows that the joint action of multiplicative noise and coupling between the elements leads to the bistability of the mean-field (ordered phase).

If we fix the coupling strength above its critical value, then an increase of the multiplicative noise induces a disorder-order phase transition, which is followed by a reentrant transition to disorder [195]. In the ordered phase the system occupies one of two possible symmetric states with the mean fields $m_1 = -m_2 \neq 0$, depending on the initial conditions. This bistability disappears if we switch off the multiplicative noise.

Now let us turn to the problem, how the system (1) responds to a periodic signal which
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![Figure 4.2](image)

Figure 4.2: Vibrational resonance in the noise-induced structure. Numerical simulations (a) vs experimental results for the effective model (b). Response $Q$ of the system vs. the amplitude of the high-frequency force. In (a): $\sigma_m^2 = 3$ (label 1), 0.5 (label 2), and 0 (label 3); other parameters are the same as in Fig. 4.1

contains two very different frequencies (e.g. $\omega = 0.1$ and $\Omega = 5$). First, we analyze the behavior of the system in the parameter region (the parameters being the coupling strength and the multiplicative noise intensity) where the noise-induced bistability is provided. We set the amplitude of the low frequency signal $A$ fixed and sufficiently small (e.g. $A = 0.15$), which is not enough to cause jumps between two potential wells. The time series of the mean field $m(t)$ and the corresponding periodic input signal are plotted in Fig. 4.1 for three different values of $B$ (increasing from top to bottom). For a small amplitude $B$ we observe rare jumps between the two symmetric states $m_1$ and $m_2$ in the output, which are not synchronized with the low-frequency signal (here $d = 2$ and $N = 10$). If we increase $B$ to its optimal value (in the middle), it is clearly seen that hops occur with the same periodicity as the input signal. Hence, the high-frequency modulation optimizes signal processing in this noise-induced bistable structure. Further increase of $B$ leads to oscillations—hops at the high frequency, which completely hide the signal at the low frequency. The situation differs qualitatively when we choose another intensity of multiplicative noise corresponding to the monostable region. In this case, an increase of $B$ leads only to the destruction of synchronization between input and output. Hence, the high-frequency modulation is unable to improve the quality of signal processing at low frequency in this case. Therefore, the system considered exhibits vibrational resonance in a noise-induced structure only when a collective bistability has been created by multiplicative noise and coupling. To characterize this VR-effect quantitatively, we calculate the dependence of the system response $Q$ at the signal frequency on the amplitude of the high-frequency force (Fig. 4.2 a). For the bistable regime the response curve (label 1) exhibits a clearly defined maximum for the optimal value of $B$, which gives evidence for the presence of VR. Note that this effect disappears if we decrease (label 2) or switch off (label 3) the multiplicative noise: in this case an increase of the amplitude of a high-frequency force may lead only to the decrease
The mechanism of this effect can be understood as follows. As it has been shown above, the equation for the maximum of the probability, which is also the average value $\bar{x} = \langle x \rangle$ in this approximation, takes the following form

$$\dot{\bar{x}} = f(\bar{x}) + \frac{\sigma^2}{2} g(\bar{x}) g'(\bar{x}),$$

(4.5)

which is valid if $f(\langle x \rangle) >> \langle (\Delta x)^2 \rangle f''(\langle x \rangle)$. For this dynamics an “effective” potential $U_{\text{eff}}(x)$ can be derived, which has the form

$$U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = -\int f(x) dx - \frac{\sigma^2 g^2(x)}{4},$$

(4.6)

where $U_0(x)$ is a monostable potential and $U_{\text{noise}}$ represents the influence of the multiplicative noise. In the region, where VR in the noise-induced structure is observed, this potential has a bistable form due to the input provided by multiplicative noise. This effect may be understood assuming a model of an overdamped system with a bistable potential under the action of a high- and a low-frequency periodic force:

$$\ddot{m} = F(m) + A \cos(\omega t) + B \cos(\Omega t) + \xi(t),$$

(4.7)

where $m(t)$ is the mean-field of the initial system, and the function $F(x)$ describes a bistable potential. The noisy term $\xi(t)$ denotes tiny fluctuations, which are present in every real system.

To verify the behavior of this effective model, we have constructed an electronic circuit (Fig. 4.3), which is composed of two main parts. The first part is an adder, whose function is to add a low and a high frequency signal (operational amplifier OA3 and resistors $R_e, R_{e1}$, and $R_{e2}$). The second part is the integrator in the double-well potential, which consists of another adder ($R_a, R_{a1}, R_{a2}, R_{a3}$ and OA1), two multipliers (AD633 with coefficient $\alpha$), and an integrator ($R_b, C_b$ and OA2). Taking into account that the output of OA2 is $-V_x$, the equation describing

Figure 4.3: Electronic circuit for the effective model (eq. 4.7).
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Figure 4.4: Vibrational resonance in the experiment (Fig. 3): in the middle plot the processing is optimal. From top to bottom: increase of the amplitude of the high frequency $B = 9.57, 10.88, 15.41$.

The behavior of the circuit is given by

$$R_b C_b V_x = -V_{HL} \frac{R_a}{R_{a3}} + V_x \frac{R_a}{R_{a2}} - \alpha^2 \frac{R_a}{R_{a1}} V_x^3,$$

where $\alpha$ is a parameter introduced by the multiplier circuits and $V_{HL}$ is the weighted sum of the low and high-frequency signals.

The experimental results from a digital oscilloscope are shown in Fig. 4.4. In the upper panel the jumps between wells are very rare; in (Fig. 4.4 down) the amplitude is so high that the “particle” always overcome the potential barrier. However, for intermediate values of the high-frequency signal the jumps of the particle are synchronized with the low frequency signal showing the VR phenomenon described here, (Fig. 4.4 middle). Hence, by this experiment we have shown qualitatively that the “effective” model undergoes the effect of VR, which in the initial system occurs in the noise-induced structure.

It is worth to note that not every system with noise-induced bistability exhibits vibrational resonance. For example, zero-dimensional systems, described in [81], demonstrate noise-induced bistability due to the bistability of a so called “stochastic” potential but do not show a pronounced VR. Although it is possible to observe a small maximum in the response of the system, a further increase of the multiplicative noise, which provides bistability, decreases...
the response of the system.

In conclusion, we have described the novel phenomenon of the existence of vibrational resonance in a noise-induced structure. This effect is a synthesis of a noise-induced phase transition and vibrational resonance. High-frequency carrier force is able to optimize signal processing, and this process can be controlled by multiplicative noise. Numerical simulations for a spatially extended system has been confirmed by a experimental results for a zero-dimensional “effective” model. We expect that due to its generality, this effect can be of a great importance in communication technologies.

These theoretical findings can stimulate experimental work in order to verify VR in noise-induced structures in real physical systems (for the first experimental observation of noise-induced bistability see [73]). Appropriate situations can be found in electronic circuits [5*], electronic cellular [149, 11, 158], as well as in systems which show a noise-induced shift of the phase transition, e.g, in: liquid crystals [93], photosensitive chemical reactions [128], or Rayleigh-Bénard convection [127]. The results presented here might be crucial for such experiments because in the noise-induced structure presented here, the bistability of the mean-field is controlled by noise.
4.2 System size resonance in coupled noisy systems

In 2.1 we have shown that noise-induced bistability can lead to stochastic resonance phenomena in the presence of additional signal. Here we investigate another effect, system size resonance, and show that it is also possible in systems with noise-induced bistability. In stochastic resonance there exists a “resonant” noise intensity at which the response to a periodic force is maximally ordered. Being first discussed in the context of a simple bistable model, stochastic resonance has also been studied in complex systems consisting of many elementary bistable cells [87, 134, 26, 61, 88]. Again, as in the conventional SR one observes a resonance-like dependence on the noise intensity, moreover, the resonance may be enhanced due to coupling [112, 113]. Here we discuss another type of resonance in such systems, namely the system size resonance, when the dynamics is maximally ordered at a certain number of interacting subsystems. Contrary to previous reports of array-enhanced stochastic resonance phenomena (cf. [112, 113]), here we fix the noise strength, coupling, and other parameters; only the the size of the ensemble changes.

The basic model to be considered below is the ensemble of noise-driven bistable overdamped oscillators, governed by the Langevin equations

\[ x_i = x_i - x_i^3 + \frac{\varepsilon}{N} \sum_{j=1}^{N} (x_j - x_i) + \sqrt{2D} \xi_i(t) + f(t) . \]  

(4.9)

Here \( \xi_i(t) \) is a Gaussian white noise with zero mean: \( \langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij} \delta(t-t') \); \( \varepsilon \) is the coupling constant; \( N \) is the number of elements in the ensemble, and \( f(t) \) is a periodic force to be specified later. In the absence of periodic force the model (4.9) has been extensively studied in the thermodynamic limit \( N \to \infty \). It demonstrates an Ising-type phase transition from the disordered state with vanishing mean field

\[ X = N^{-1} \sum_i x_i \]  

(4.10)

to the “ferromagnetic” state with a nonzero mean field \( X = \pm X_0 \). A theory of this transition, based on the nonlinear Fokker-Planck equation, was developed in [36], where also the expressions for the critical coupling \( \varepsilon_c \) are given.

While in the thermodynamic limit the full description of the dynamics is possible, for finite system sizes we have mainly a qualitative picture. Formally, for finite ensembles the average of the mean field \( \langle X \rangle \) vanishes for all couplings. However, in the ordered phase (i.e. for \( \varepsilon > \varepsilon_c \)) the mean field \( X \) switches between the values \( \pm X_0 \). The rate of switchings depends on the system size and tends to zero as \( N \to \infty \). The asymptotic dynamics in this limit has been discussed in [31].

For us, of the main importance is the fact that qualitatively the behavior of the mean field can be represented as the dynamics of a nonlinear noise-driven variable, with the effective noise vanishing in the thermodynamic limit. A nonlinear potential of this effective dynamics has one minimum in the disordered phase (at \( X = 0 \)) and has two symmetric minima (at \( X = \pm X_0 \)) in the ordered phase. Now we can apply the ideas of the stochastic resonance to
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this effective noise-driven oscillator. In the bistable case, (i.e. in the ordered phase for small enough noise or for large enough coupling), one can expect a resonant-like behavior of the response to a periodic external force when the intensity of the effective noise is changed. Because this intensity is inverse proportional to $N$, we obtain the resonance-like curve of the response in dependence of the system size.

The main idea behind the system size resonance is that in finite ensembles of noise-driven systems the dynamics of the mean field can be represented as driven by the effective noise whose variance is inverse proportional to the system size. For the rigorous proof of the validity of this approach see [31]. This idea has been applied to description of a transition to collective behavior in [152]. In [154] it was demonstrated that the finite-size fluctuations can cause a transition that disappears in the thermodynamic limit. The description of finite-size effects in deterministic chaotic systems using the effective noise concept has been suggested in [155, 76]. We emphasize that noise plays an essential role in this picture: with $D = 0$ (4.9) is a deterministic oscillator (double or single well, depending on $\varepsilon$), whose response to a periodic force does not depend on $N$.

Before proceeding to a quantitative analytic description of the phenomenon, we illustrate it with direct numerical simulations of the model (4.9), with a sinusoidal forcing term $f(t) = A \cos(\Omega t)$. Figure 4.5 shows the linear response function, i.e. the ratio of the spectral component in the mean field at frequency $\Omega$ and the amplitude of forcing $A$, in the limit $A \to 0$. For a given frequency $\Omega$ the dependence on the system size is a bell-shaped curve, with a pronounced maximum. The dynamics of the mean field $X(t)$ is illustrated in Fig. 4.6, for three different system sizes and for a particular frequency. The resonant dynamics (Fig. 4.6b) demonstrates a typical for stochastic resonance synchrony between the driving periodic force and the switchings of the field between the two stable positions. For non-resonant conditions (Fig. 4.6a,c) the switchings are either too frequent or too rare, as a result the response is small.

To describe the system size resonance analytically, we use, following [36], the Gaussian approximation. In this approximation one writes $x_i = X + \delta_i$ and assumes that $\delta_i$ are independent Gaussian random variables with zero mean and the variance $M$. Assuming furthermore that

$\frac{1}{N} \sum_i \delta_i^2 = M$, and neglecting the odd moments $N^{-1} \sum \delta_i$, $N^{-1} \sum \delta_i^3$, as well as neglecting the correlations between $\delta_i$ and $\delta_j$, we obtain from (4.9) the equations for $X$ and $M$:

$$X = X - X^3 - 3MX + \sqrt{\frac{2D}{N}} \eta(t) + f(t), \quad (4.11)$$

$$\frac{1}{2} M = M - 3X^2 M - 3M^2 - \varepsilon M + D, \quad (4.12)$$

where $\eta$ is the Gaussian white noise having the same properties as $\xi_i(t)$. In the thermodynamic limit $N \to \infty$ the noisy term $\eta$ vanishes. If the forcing term is absent ($f = 0$), the equations coincide with those derived in [36]. This system of coupled nonlinear equations (4.11,4.12) exhibits a pitchfork bifurcation of the equilibrium $X = 0, M > 0$ at $\varepsilon_c = 3D$. This
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Figure 4.5: Dependence of the linear response of the ensemble (4.9) of noise-driven bistable systems \((D = 0.5, \varepsilon = 2)\) on the frequency of forcing and the system size \(N\). The response to forces with smaller frequencies is shifted to larger system sizes, where the effective noise, and, consequently, the switching rate, is smaller. The linear response is obtained by virtue of the fluctuation-dissipation theorem.

Figure 4.6: The time dependence of the mean field in the ensemble (4.9) for \(D = 0.5, \varepsilon = 2, A = 0.02, \Omega = \pi/300\), and different sizes of the ensemble: (a) \(N = 80\), (b) \(N = 35\), and (c) \(N = 15\). In (b) we also depict the periodic force (its amplitude is not in scale) to demonstrate the synchrony of the switchings with the forcing.

bifurcation is supercritical for \(D > 2/3\) in accordance with the exact solution given in [36], below we consider only this case. For \(\varepsilon > \varepsilon_c\) the system is bistable with two symmetric stable
fixed points

\[ X_0 = \pm (2 - \varepsilon + \sqrt{(2 + \varepsilon)^2 - 24D})^{1/2}/2, \]
\[ M_0 = (2 + \varepsilon - \sqrt{(2 + \varepsilon)^2 - 24D})/12, \] (4.13)

and the unstable point \( X = 0, M = (1 - \varepsilon + \sqrt{(1 - \varepsilon)^2 + 12D})/6 \). Now, with the external noise \( \eta \) and with the periodic force \( f(t) \) the problem reduces to a standard problem in the theory of stochastic resonance, i.e. to the problem of the response of a noise-driven nonlinear bistable system to an external periodic force (because the noise affects only the variable \( X \), it does not lead to unphysical negative values of variance \( M \), since \( M \) is strictly positive at \( M = 0 \)). This response has a maximum at a certain noise intensity, which according to (4.11) is directly related to the system size.

To obtain an analytical formula, we perform further simplification of the system (4.11),(4.12). Near the bifurcation point the dynamics of \( X \) is slower than that of \( M \), and we can exclude the latter one assuming \( M \approx 0 \). Then from (4.12) we can express \( M \) as a function of \( X \) and substitute to (4.11). Near the bifurcation point we obtain a standard noise-driven bistable system

\[ X = aX - bX^3 + \sqrt{2D/N} \eta(t) + f(t), \] (4.14)

where \( a = 1 + 0.5(\varepsilon - 1) - 0.5 \sqrt{(\varepsilon - 1)^2 + 12D}, b = -0.5 + 1.5(\varepsilon - 1)((\varepsilon - 1)^2 + 12D)^{-1/2} \). A better approximation valid also beyond a vicinity of the critical point can be constructed if we use \( \tilde{b} = aX_0^{-2} \) instead of \( b \), where the fixed point \( X_0 \) is given by (4.13). Having written the ensemble dynamics as a standard noise-driven double-well system (4.14) (cf. [53]), we can use the analytic formula for the linear response. It reads

\[ \eta = N/X_0^2 \left( \frac{D_{-3/2}(-\sqrt{5})}{D_{-1/2}(-\sqrt{5})} \right)^2 \left[ 1 + \frac{\pi^2 \Omega^2}{2a^2} \exp(s) \right]^{-1} \] (4.15)

where \( s = aNX_0^2/(2D) \), and \( D \) are the parabolic cylinder functions. We compare the theoretical linear response function with the numerically obtained one in Fig. 4.7. The qualitative correspondence is good, moreover, the maxima of the curves are rather good reproduced with the formula (4.15). This shows that the resonant system size is quite good quantitatively described by the Gaussian approximation, see Fig. 4.8.

Above we concentrated on the properties of the linear response. Numerical simulations with the finite forcing amplitude yielded the results similar to that presented in Figs. 4.5,4.7. However, for large amplitudes of forcing (e.g., \( A > 0.1 \) for \( \Omega = 0.01, D = 0.5, \varepsilon = 2 \)) a saturation was observed: here the response grows monotonically with \( N \). This is in full agreement with the corresponding property of the stochastic resonance in double-well systems of type (4.14), where the saturation occurs for small noise intensities (cf. Fig. 7 in [53]). Qualitatively, the saturation is due to the disappearance of multistability for large forcing amplitudes, so that the oscillator (4.14) switches at every period of the forcing, contrary to the case of small amplitudes, where the switchings are rare (Fig. 4.6a).

Above we have considered the system of globally coupled nonlinear oscillators (4.9).
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Figure 4.7: Comparison of the system-size dependencies of the linear response function for frequencies $\Omega = 0.05$ (circles) and $\Omega = 0.1$ (squares) with theory (4.15). The parameters are $D = 1$ and $\varepsilon - \varepsilon_c = 2.5$ (where the the exact $\varepsilon_c$ and the approximate $\varepsilon_c = 3D$ are used for the ensemble and the Gaussian approximation, respectively).

Figure 4.8: Dependence of the system size yielding maximal linear response on the driving frequency $\Omega$. Circles: simulations of the ensemble (4.9), line is obtained by maximizing the expression (4.15).

The same effect of system size resonance can be observed in a lattice with nearest neighbors coupling as well. Then, instead of (4.9), we have

$$
\dot{x}_i = x_i - x_i^3 + \frac{\varepsilon}{K} \sum_{(ij)} (x_j - x_i) + \sqrt{2D}\xi(t) + f(t),
$$

(4.16)

where the number of nearest neighbors $K$ depends on the geometry of the lattice and on the dimension of the space. In the thermodynamic limit, the Ising-type phase transition occurs in the lattice (if its dimension is larger than one). Similar to the globally coupled ensemble, in finite lattices in the ordered phase the switchings between the two stable states of the mean field are observed. With the same argumentation as above we can conclude that the response of the mean field to a periodic forcing $f(t)$ can have a maximum at a certain lattice size.
while all other parameters (noise intensity, coupling strength, etc.) are kept constant. We illustrate this in Fig. 4.9. Here the two-dimensional lattice with periodic boundary conditions is studied. In order to keep the lattice of nearly quadratic form, we have chosen the lattices with sizes either \( l^2 \) or \( l(l+1) \), with \( l = 2, 3, 4, \ldots \). The response to the periodic force has a pronounced maximum at a certain size of the system.

![Figure 4.9: Filled circles: Response of a rectangular two-dimensional lattice of \( N \) nonlinear bistable noise-driven elements (4.16) to a periodic force with amplitude \( A = 0.02 \) and period \( T = 500 \). The noise intensity is \( D = 0.5 \), the parameter of nearest-neighbors coupling \( \varepsilon = 4 \). Squares: Response of system (4.17) (a two-dimensional lattice with \( D = 1.25 \), \( \varepsilon = 30 \), \( A = 0.1 \) and \( T = 140 \)). Circles: the same as squares, but for a globally coupled lattice with \( D = 1 \), \( \varepsilon = 20 \), \( A = 0.1 \) and \( T = 100 \).](image)

As the last example of the system size resonance we consider a lattice where each individual element does not exhibit bistable noisy dynamics, but such a behavior appears due to interaction and multiplicative noise. This model is described by the set of Langevin equations (see for details the section 2.1)

\[
\dot{x}_i = -x_i(1 + x_i^2) + \frac{\varepsilon}{K} \sum_j (x_j - x_i) \\
+ \sqrt{2D \xi_j(t)(1 + x_i^2)} + A \cos(2\pi t/T). 
\] (4.17)

The difference to the model (4.9) is that the noise is multiplicative and the on-site potential has only one minimum. \( K \) is the number of elements to which the oscillator \( i \) is coupled, for global coupling \( K = N \) and for a lattice of dimension \( d \) with nearest-neighbors coupling \( K = 2d \). As has been demonstrated in [194, 195], in some region of couplings \( \varepsilon \) system (4.17) exhibits the Ising-type transition, characterized in the thermodynamic limit \( N \to \infty \) by the onset of nonzero mean field \( \langle X \rangle \). Due to the symmetry of (4.17), there are states with positive and negative mean field. If an additional additive noise is added to (4.17), then one observes transitions between these states and the so-called double stochastic resonance in the presence of the periodic forcing [4*,5*]. As is evident from the considerations above, such transitions occur even in the absence of the additive noise if the system is finite. Thus, the system size resonance should be observed in the lattice (4.17) as well. We confirm this in Fig. 4.9.

Another possible field of application of the system size resonance is the neuronal dynamics (see, e.g., [189]). Individual neurons have been demonstrated to exhibit stochastic reso-
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While in experiments one can easily adjust noise to achieve the maximal sensitivity to an external signal, it may be not obvious how this adjustment takes place in nature. The above consideration shows, that changing the number of elements in a small ensemble of coupled bistable elements to the optimum can significantly improve the sensitivity (cf. [87]). Moreover, changing its connectivity and/or coupling strength, a neuronal system can tune itself to signals with different frequencies.

Concluding, we have shown that in populations of coupled noise-driven elements, exhibiting in the thermodynamic limit the Ising-type transition, in the ordered phase (i.e. for relatively small noise and large coupling) the response to a periodic force achieves maximum at a certain size of the system. We demonstrated this effect for lattices and globally coupled ensembles noisy oscillators. We expect the system size resonance to occur also in purely deterministic systems demonstrating the Ising-type transition, e.g. in the Miller-Huse coupled map lattice [130]. The system size resonance is described theoretically by reducing the dynamics of the mean field to a low-dimensional bistable model with an effective noise that is inverse proportional to the system size. The stochastic resonance in the mean field dynamics then manifests itself as the system size resonance.
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4.3 Coherence resonance and polymodality in inhibitory coupled excitable oscillators

Coherence resonance (CR) has been reported in different kinds of systems, in particular, it has been found that some noise amplitude exists at which the coherence of spiking in the output of the system can be significantly enhanced in an isolated Fitz-Hugh Nagumo (FHN) system [150], in the Hodgkin-Huxley [106] and Plant/Hindmarsh-Rose neuron models [115], in dynamical systems close to the onset of bifurcations [138], or in experimentally studied laser [68]. On the base of another mechanism, in contrast to excitable systems, CR has been also found in the behaviour of a dynamical system, which shows jumps between several attractors [144].

The CR behaviour have been also studied in spatially extended systems consisting of many interacting elements [77, 139]. It has been shown that matching the noise-related characteristic time scales of the coupled excitable elements results in noise-induced synchronization regimes very similar to those for coupled limit cycles. Moreover, array-enhanced CR has been reported, in which constructing an array of coherence-resonance oscillators significantly improves the periodicity of the output [82, 210]. To our knowledge, all these studies of the CR behaviour have been performed in systems with coupling via fast variable exchange or pulsed coupling which activates the neighbors. These modes of coupling lead to many collective phenomena, including noise-induced spiral waves [88] and "clustering" of FHN stochastic oscillators [184]. As a consequence of this form of activatory coupling in spatially extended system, CR may happen only if coupled oscillators move synchronously and in-phase. However, other interactions between stochastic oscillators, for example inhibitory coupling, are also very interesting and reported to be important in numerous physical [95], electronic [170] and chemical systems [197, 27]. To be particular, the inhibitory form of coupling is used to explain morphogenesis in Hydra regeneration and animal coat pattern formation [126, 98], or to provide the understanding of pattern formation in an electron-hole plasma and low temperature plasma [95]. In chemistry, the effective increase of inhibitor diffusion by reducing of activator diffusivity via the complexation of iodide (activator) with the macromolecules of starch results in a Turing structure formation [108]. It is interesting to note that systems with inhibitory coupling in its rhythmogenic activity resemble very much systems with time delay [96, 159].

Following this motivation, here we study a system of noise-driven FHN elements, which are coupled, in contrast to previous studies of CR, by the slow variable, i.e. by a diffusive inhibitory coupling. This delays the ring of an element, if its neighbors are firing. We show that a system of two coupled excitable elements demonstrates CR, which is intrinsically based on the anti-phase behaviour of the elements. This is a new mechanism of CR, which works via noise-induced synchronization in antiphase [151] of excitable elements. We demonstrate that this effect is connected to the fact, that such systems have very rich dynamics in the generation of rhythms, and, as a result, generate a polymodal interspike distribution. It is important to note that the generation of polyrythms is an important problem in the description of several natural processes, such as locomotion [29] or playing piano [44]. Recently,
many model investigations have been motivated by experimental studies of the firing activity of neurons that revealed polymodality in the interspike interval histograms (ISIH) [46], [179] or studies of locomotor behaviour of halobacterium [176]. The most interesting feature of such systems is the appearance of polymodality even without additional forcing. In this study, we show that the application of an inhibitory coupling in a system of excitable oscillators is another possible mechanism for the generation of polymodality without any external periodic stimuli. We study this behaviour in systems of two and three coupled elements and show how the degree of coherence can be controlled by the noise amplitude and the coupling strength. Such a nontrivial behaviour can be expected from the possibility of noise-induced generation of coupling-dependent transient out-of-phase stochastic attractors in the phase space. For two-dimensional FHN limit cycles, inhibitory coupling results in the appearance of out-of-phase limit cycles which are stable in large areas of the parameter space if the stiffness is large. The overlapping of the in-phase and the anti-phase limit cycles is typical for two or three coupled oscillators and depends on the stiffness[200, 201].

We begin with the study of two FHN systems, coupled via diffusive exchange of the recovery (slow) variable, which is a kind of mutual inhibition of motion of the phase points along the slow part of the FHN N-shaped nullcline. The equations of motion for identical bidirectionally coupled elements are

\[
\begin{align*}
\frac{dx_{1,2}}{dt} &= A - y_{1,2} + C(x_{2,1} - x_{1,2}) + \xi_{1,2} \\
\varepsilon \frac{dy_{1,2}}{dt} &= x_{1,2} - y_{1,2}^3/3 + y_{1,2}
\end{align*}
\]

(4.18)

(4.19)

Here, \( \varepsilon << 1 \) is a small parameter, which determines that \( y_i \) are the fast variables and \( A \) is responsible for the excitatory properties of the isolated elements. It is well known that for \(|A| > 1\) the only attractor is a stable fixed point. For \(|A| < 1\), the limit cycle generates a periodic sequence of spikes. The choice of ranges for \( \varepsilon \) and \( A \) is crucial in this study. We fix \( A \) close to the bifurcation in the interval \((1.01 \div 1.03)\) in order not to use high-level noise (parameter \( D \)) to excite oscillation and thereby to avoid masking of the fine structure of the ISIHs. Here \( \varepsilon \) is in the range \((.001 \div .0001)\), which is significantly smaller compared to those that are commonly used [150], [139]. To emphasize this specifically small value of \( \varepsilon \), the term "relaxator" will be used instead of "very relaxation oscillator". The stochastic forcing is represented by Gaussian white noise \( \xi \), with zero mean and intensity \( 2D \): \( \langle \xi_i(t)\xi_j(t+\tau) \rangle = 2D\delta(\tau)\delta_{i,j} \).

For numerics we take the standard constant-step Runge-Kutta fourth-order routine with the white noise added according to the algorithm [78]. In cases of any doubt, control runs have been done with smaller steps. The ISIH usually contains about 10,000 interspike intervals, ensuring a reasonable statistical accuracy. The numerical results are presented in Fig. 4.10. For weak noise (Fig. 4.10(left)(a)) the distribution is polymodal with equidistant positions of the peaks and progressively decreasing peak amplitudes. Hence, the inhibitory coupling really provides a mechanism for polyrhythm generation in a system of FHN oscillators. A 2.5-fold increase of the noise amplitude shifts the peak positions and their relationships. The second peak becomes now the main one (Fig. 4.10(left)(b)); however, the polymodal structure of the ISIH is still preserved. A further increase in the noise amplitude results in the disappearance
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Figure 4.10: (left) Interspike interval histograms for two coupled very stiff ($\varepsilon = 0.0001$) relaxators Eqs.(1,2) for $A=1.01$, $C=0.1$: (a) $D = 10^{-6}$, (b) $D = 2.5 \times 10^{-6}$, (c) $D = 10^{-5}$; (right) The same for a larger coupling $C=0.6$: (a) $D = 10^{-6}$, (b) $D = 10^{-5}$, (c) $D = 10^{-3}$. The built-in plot corresponds to the typical histogram for a system with activatory coupling ($C = 1.5$).

of polymodality because of the global dominance of the second peak (Fig.4.10 left (c)). The spiking behavior becomes highly regular. This simple ISIH shape is observed in a broad range of noise amplitudes (at least up to $D = 10^{-3}$). For comparison, in the similar system but with an activatory coupling, the ISIH has always the same structure with one peak, as it is shown in the built-in plot in the Fig. 4.10left.

These qualitative changes in the ISIH shape may be explained by analyzing the stochastic time series. As in [150], the characteristic time of isolated stochastic oscillations is the sum of the activation and excursion times. The former is the waiting time of the appropriate excitation and fluctuates in a broad range; the latter is almost constant ($T_{ex} \approx 3$ for our parameters).

At low noise amplitudes and low coupling strengths, the shape and position of the first peak in Fig.4.10 left(a) are very similar to those of the entire ISIH for each isolated element and for activatory coupled elements (built-in plot in Fig. 4.10left). The origin of the ISIH polymodality is seen from the time dependences of the slow variables as presented in Fig.4.11(a). At this particular noise amplitude, the average activation time is such that the order of spike generation by the two relaxators excited near the steady state does not depend on the coupling. However, as soon as one element fires, the phase point of the other element moves away from the excitation threshold due to a slow variable exchange (see Fig.4.11(b)). In other words, when the noise amplitude is low, the second element is unlikely to fire, while its neighbor makes an excursion. This simple consideration explains why the average interpeak interval equals $n T_{ex}$. Obviously, the probability of three consecutive firings of the same element is lower than that of two consecutive firings; therefore, the greater the number of the peak, the lower the peak amplitude. If the noise amplitude increases at a fixed coupling strength, the activation time becomes shorter, and the antiphase noise-induced regime as well as the previously described random excitations begin to compete. Their competition enlarges the second peak in the ISIH and shifts it to the left (Fig. 4.10 left(b)), because the augmented noise may induce one element to fire slightly before the other finishes its excursion. A further in-
crease in the noise amplitude leads to the full dominance of antiphase stochastic oscillations (Fig. 4.11 left(c)), as can be seen from the waveforms presented in Fig.4.11(c).

Additional calculations (as in [200, 201]) show that the dominance of the antiphase regime is not surprising because the basin of attraction of the antiphase deterministic limit cycle (e.g., for A=.98) is significantly larger for coupling strengths $1 < C < .3$ than the in-phase regime basin. This is not the case for larger values of coupling, for which even strong noise is unable to induce coherency via antiphase motion. Fig. 4.10 right shows the ISIH for C=0.6 and for different noise levels. In the case of low-level noise, the ISIH shape is as in the Fig. 4.10 left(a), because changes in the coupling strength are not significant for the mechanism of equidistant polymodality. The other two histograms, Fig. 4.10 right(b) and (c), are different from those in Fig. 4.10 left in that (i) anti-phase stochastic oscillations are not dominant in them, and (ii) their peaks are split (especially the first peak of histograms). The effect of peak splitting is a bright manifestation of the dual role of the coupling we consider: on the one hand, it causes the phase points to move more slowly when they are on different branches of the nullcline; on the other hand, it reduces the phase shift between them when they are on the same branch.

Hence, at A=1.01, we find two main scenarios (Figs. 4.10 left and right), how noise controls the evolution of ISIH polymodality. Both regimes, which differs in the value of coupling, demonstrate polymodality, but only for small values of coupling noise is able to suppress this behaviour and induces a coherent motion via anti-phase oscillations. These observations hold not only if the system is very close to the bifurcation point. For example, for A=1.03, the main
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Figure 4.12: (left) Coherence resonance in inhibitory coupled noise-driven excitable oscillators. Correlation time $\tau_c$ vs the noise intensity for different coupling strengths $C$. $A = 1.01$; (right) Interspike interval histograms for a ring of three very stiff relaxators ($\epsilon = .0001$ for $C=0.1$, $A=1.01$). (a) $D = 2 \times 10^{-6}$, (b) $D = 10^{-5}$, (c) $D = 10^{-4}$.

steps of the ISIH evolution do not change, but a significantly stronger noise is required for overcoming the threshold.

The changes in the ISIH structure with the noise amplitude increasing in the range from $10^{-6}$ to $10^{-3}$ clearly indicate a growing coherence of ISIs, which is especially strong for small values of coupling. In order to characterize this effect quantitatively, we compute the normalized autocorrelation function of the slow variable: $C(\tau) = \langle x(t) x(t+\tau) \rangle / \langle x^2(t) \rangle$, $x(t) = x(t) - \langle x \rangle$. An important characteristic of the autocorrelation function is the correlation time: $\tau_c = \int C(\tau)^2 d\tau$. Fig. 4.12 left shows $\tau_c$ as a function of the noise level for weak and strong coupling strengths. The coherence resonance is clearly seen from this figure; its significant dependence on the coupling strength is evident. The increase in $\tau_c$ with the noise level can be easily understood from the above considerations of the ISIH evolution. The reason for smaller $\tau_c$ at higher noise amplitudes is as in [150]: in this region, the ISIH dispersion grows up more rapidly with the noise level than does the average ISI value. Note, however, that two stochastic relaxators are running mainly in antiphase, hence the underlying mechanism of this new form of CR is significantly different from CR effects reported till now in ensembles of excitable systems [77, 139, 82, 210].

The next important question is how the degree of ISIH polymodality depends on the number of interacting relaxators. We consider only the simplest extension, a system of three elements with cyclic boundary conditions. For this ring of three oscillators, large regions of the phase diagram are co-occupied mainly by the following attractors [200, 201]: (i) in-phase oscillations and the anti-phase regime in which two oscillators move in phase with each other and in anti-phase with the third one; (ii) the in-phase limit cycle and different types of the rotating waves (all phase differences are equal to one third of the period); and (iii) the anti-phase regime and rotating waves [200, 201]. It has been shown recently [170] that several additional attractors arise when three inhibitory coupled relaxators are slightly detuned. It is natural to expect that the underlying attractors determine the richness of noise-induced
behavior, although any particular attractor manifests itself only temporarily in the case of stochastic relaxators. The noise-dependent evolution of the ISIH in the ring with a low excitation threshold ($A=1.01$) and a low coupling strength ($C=0.1$) is presented in Fig. 4.12 right. The qualitative properties of the distributions are not sensitive to $C$ if $C \in (0.05 \div 0.3)$ and to $A$ if $A \in (1.01 \div 1.03)$. The main difference between the histograms in Fig. 4.12 right and Fig. 4.10 left is in the number of detectable peaks, which grows with the number of elements. However, even in this case, due to the mechanism of out-of-phase motion, provided by inhibitory coupling, the increase of noise leads to an increase of coherency. It manifests itself in the dominance of only one peak in the corresponding ISIH (see the evolution in Fig. 4.12 right a,b,c) and based on the transient out-of-phase motion of any two oscillators. If the coupling is strong, it can split all peaks of the ISIH, but the detailed analysis of this phenomenon is beyond the volume of the Letter.

In summary, we have demonstrated two related phenomena, induced by inhibitory coupling in a system of excitable oscillators: i) The first effect is the generation of nontrivial polymodal distributions of interspike intervals without any periodic stimuli. Instead of external characteristic times, the time delays of the motion caused by the inhibitor exchange modulate the probability of the firing. The values of these delays define the peak’s positions in the ISIHs. ii) The second effect is the coherence resonance which appears for this polymodal regime if we increase the noise amplitude. This CR has in the background the noise-dependent dominance of some out-of-phase attractor (anti-phase one for two coupled relaxators). This type of CR is slightly weaker than the classical CR; it is based on a completely different mechanism and seems to be quite perspective for the selective interactions of coupled relaxators with signals of different periods and forms. We have demonstrated these two effects on a simple model but in a general framework, and, therefore, we expect that these theoretical findings can be detected and used in different experimental systems with inhibitory coupling in physics [95], biology [126], electronics [170], or chemistry [197, 27].
Chapter 5

Main results and conclusions

In this thesis I have investigated analytically, numerically, and experimentally several new mechanisms of noise-induced transitions, new phenomena in the frame of the concept of doubly stochastic effects, and I have reported several new effects in nonlinear systems, which lead to noise-induced order. In particular, the following results have been presented in this work:

1. I have studied an interplay of additive and multiplicative noises in nonequilibrium transitions, and have shown that the role of additive noise in noise-induced transitions can be very nontrivial. Consideration of a pendulum under the action of multiplicative and additive noise has shown that if a transition occurs in the presence of additive noise, it is blurred by this noise - this behaviour has been described analytically. Moreover, additive noise hides on-off intermittency, but causes this intermittency before a transition, i.e. for subcritical values of the noise intensity. Consideration of an epidemiological model has shown that an action of additive noise can stabilize oscillations.

2. I have shown that in spatially extended systems additive noise can induce second-order phase transitions, which lead to breaking of the symmetry and the creation of a nonzero mean field. Moreover, if a coupling term is a la Swift and Hohenberg, then additive noise is able to induce spatially ordered patterns as a result of reentrant phase transition. Under certain parameters of the system, additive noise is able to induce also a first-order phase transition, in which the order parameter is changed not continuously versus the additive noise intensity.

3. I have suggested and developed a concept of doubly stochastic effects. According to this concept, a noise-induced order may appear in a nonlinear system in the following scenario: one noise source creates some property of the system, and then another noise induces the order in the system due to this property. Hence, the mechanism of a noise-induced order is also induced by noise. It means that energy of noise is used more efficiently for constructive purposes. The first effect, which is reported in the frame of this concept is doubly stochastic resonance. Doubly stochastic resonance is a combined effect which consists of a noise-induced phase transition and conventional stochastic resonance. Multiplicative noise induces a bistability, and then this bistability is used by additive noise to synchronize the output of the system with the incoming periodic
signal. Doubly stochastic resonance has been investigated numerically, and confirmed by analytical estimation.

4. A simple electronic circuit for experimental implementation of doubly stochastic resonance has been designed and numerically investigated. The main advantage is that the energy of noise can be used more efficiently, not only for a synchronization as in conventional stochastic resonance, but also for the creation of a potential barrier, needed for this synchronization, and hence, this effect can be more commercially profitable. This effect has been explained by a consideration of the "effective" model.

5. A new effect in neural models, doubly stochastic coherence via noise-induced symmetry, has been reported. In this effect multiplicative noise creates symmetry in the system, which is deterministically asymmetric, and additive noise generates periodic output of the system. An optimization of both noise intensities is needed, and, hence, this effect is also a doubly stochastic effect. The behaviour is explained in terms of the "effective" model and confirmed by experimental measurements. For this an excitable electronic circuit has been designed and measured. Additionally, it has been shown that this effect can be enhanced in spatially extended system by coupling of elements. This enhancement has a resonance with respect to the size of the system, i.e. there is an optimal size of the system. Probably it explains the time generation in ensembles of neurons due to noise and due to optimal size of the neuron network.

6. Another new phenomenon in the frame of the concept of doubly stochastic effects is a noise-induced propagation in monostable media. The noise-induced propagation has been reported only for excitable or bistable media (or systems without local potential). In this work it has been shown that this effect can be also observed in deterministically monostable media. Combined action of multiplicative noise and coupling induces a bistability, and additive noise enhances the propagation of a periodic signal in this noise-supported bistable structure. Possible experimental implementations of this effect include arrays of simple electronic circuits as a communication system, analog circuits, electronic cellular neural networks, liquid crystals, photosensitive chemical reactions, or liquid helium.

7. Studying the noise-induced propagation, the constructive effect of additive noise in the propagation of a bichromatic signals through bistable media has been analyzed. Our results have shown that noise enhances propagation of such signals, similarly to what happens with simpler monochromatic driving. Moreover, it has been shown that by changing the noise intensity one is able to select the propagation frequency. These findings are potentially important for communication technologies.

8. Vibrational resonance in the noise-induced structure has been reported. This effect is a synthesis of a noise-induced phase transition and a conventional vibrational resonance. In this effect an additional high frequency force is able to optimize a signal processing in the system whose bistability is created by noise. The effect has been explained by the "effective" model, and this model has been tested in the experiment with a simple electronic circuit.
9. The effect of system size resonance in systems of coupled noisy elements has been reported. It has been shown that in populations of coupled noise-driven elements, in the ordered phase the response to a periodic force achieves maximum at a certain size of a system. This effect has been also demonstrated in deterministically monostable elements under the condition that bistability is created by multiplicative noise and coupling.

10. Excitable systems with inhibitory coupling have been studied and two related phenomena have been demonstrated: a generation of nontrivial polymodal distributions of interspike intervals without any periodic stimuli and a new mechanism of coherence resonance, that is based on the noise-dependent dominance of out-of-phase attractor (antiphase one for two coupled relaxators).

Especial attention in this work has been paid to possible application of these theoretical findings. Let me summarize this discussion and results. The results, concerning the influence of additive noise in noise-induced transitions can be applied for mechanical systems [25*], models of epidemics [24*], and systems with a pattern formation [18*]. For the effect of doubly stochastic resonance a simple electronic circuit has been designed [4*]. Also, it is discussed that understanding of such doubly stochastic resonance effects, as doubly stochastic resonance and noise-induced propagation in monostable media, can be potentially helpful in the investigation of liquid nematic crystals [93, 207], noise-induced bistability in Helium-IV [73], electronic circuits [1], as well as systems, which demonstrate noise-induced shift of the phase transition, e.g, in: photosensitive chemical reactions [128, 32], or Rayleigh-Bénard convection [127]. For communication technologies it can be important that in these doubly stochastic effects the energy of noise is used more efficiently for constructive purposes. For an experimental implementation of doubly stochastic coherence, an especial electronic circuit has been constructed and investigated [34*]. New results, which show the possibility of noise-induced selection of propagation frequency of bichromatic signal in bistable media, can be used in communication technologies. A possible field of application of the system size resonance is neural dynamics [189]. Finally, a new mechanism of coherence resonance, discussed here, can be found in numerous systems with inhibitory coupling, e.g. in physical [95], electronical [170], chemical systems [197, 27], in particular, in morphogenesis of Hydra regeneration and in the animal coat pattern formation [126], in the pattern formation in an electron-hole plasma and low temperature plasma [95], or in chemical systems, where the effective increase of inhibitor diffusion is achieved by reducing of activator diffusivity via the complexation of iodide (activator) with the macromolecules of starch results in Turing structure formation [108].

In the conclusion I would like to outline some perspective of the further research. It is important to note that the topic of nonequilibrium phenomena which lead to noise-induced order is rather new. I see three main directions in the study of these effects:

1. Theory of noise-induced phenomena which lead to ordering in nonlinear systems. The phenomena described here are demonstrated by a large variety of models, and the question naturally arises what is the complete classification of such effects. At the moment one can distinguish in this classification between several basic phenomena such
as stochastic resonance, noise-induced transitions, ratchets and so on. Nevertheless, recent researches, including this work, have shown that a synthesis of these basic phenomena is possible. This makes the complete classification as an open question up to now. Another and closely connected direction of theoretical research is finding of new phenomena and new mechanisms, which demonstrate or create noise-induced order. In particular, in the nearest future it will be very interesting to investigate the role of colored noise in doubly stochastic effects, the effect of system size resonance in the generation of periodic output in neuronal networks, i.e. ensembles of excitable system, vibrational propagation in the chains of noisy elements, or hidden transitions induced by additive noise in oscillatory systems due to the autoparametric effect. We expect that doubly stochastic resonance or its modifications can be found not only in the system, described here, but probably in oscillatory systems, or systems with a bistable “stochastic” potential.

2. Experimental implementation and confirmation of theoretical findings developed in the study of noise-induced effects, and, in particular, in this work. During the research, presented here, we have paid an especial attention to possible experimental situations, which can be considered as an application of this theory. Nevertheless, despite to the discussed results, an experimental research and commercial use of noise-induced effects is not sufficiently developed, and we leave it as a perspective direction of the future research in physics, chemistry, and living sciences.

3. Modelling transitions and irregular oscillations observed in experimental data by stochastic models. As has been shown in this work, already known phenomena which have been explained in the framework of a deterministic theory, could be also successfully described by stochastic models. Deterministic and noise-induced processes are very difficult to distinguish in many situations. Moreover, sometimes a noisy excitation looks more justified. For example, in the recently outlined hypothesis it is mentioned that turbulence in non-closed flows is a result of noise-induced phase transition. Also we expect that noise-induced processes may be very important for understanding of complex natural systems studied in neuroscience or such as microseismic oscillations, or phase transitions observed in physiological systems, especially in bimanual movements. Another open question, closely associated with modelling is the identification of the excitation mechanism by the analysis of irregular time-series. This problem is of high importance because to model a system one should know the physical mechanism of an excitation. At the same time, time-series are often the single source of the information about a nonlinear system - “black box”. At this point, it is essential to note that classical methods of analysis, such as a spectral analysis or a calculation of correlation dimension are sometimes unable to distinguish between noise-induced irregular oscillations and chaotic oscillations of deterministic nature.
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CHAPTER 5. MAIN RESULTS AND CONCLUSIONS
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List of appendixes

[1] Private communication with F. Moss.


[3] The hysteresis may appear if we slowly change $c^*$ during integration, i.e., the solution $x_i$ for the previous value $c = c - \Delta c$ is the initial condition for the next point $c' = c$ by a monotonical variation of $c^*$, where $c^*$ is a control parameter ($a$ or $\sigma_0^2$) and varied upwards and downwards.

[4] Note that SR in connection with a noise-induced transition has been considered in [A.Fuliński, Phys. Rev E (52), 4523, 1995], but in a zero-dimensional system with noise-induced transient states and with specific non-Markovian dichotomic noise.
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Doubly stochastic effects are effects in which an optimization of both multiplicative and additive noise intensities is necessary to induce ordering in a nonlinear system. I review recent achievements in the investigation of these effects and discuss two phenomena: doubly stochastic resonance and noise-induced propagation in monostable medium. Finally I discuss possible experimental implementations of these phenomena.

Keywords: Stochastic resonance; multiplicative; additive; noise; doubly stochastic.

1. Introduction

It is not surprising nowadays that noise or random fluctuations can induce counter-intuitive effects, in which noise exhibits a constructive, leading to ordering, role in the behaviour of dynamical systems. Many phenomena have confirmed this ability of noise, among these noise-induced phenomena, one can distinguish between several basic ones, such as noise-induced transitions [1–6], stochastic resonance [7,8], coherence resonance [9], or stochastic transport in ratchets [10]. The most popular example of noise-induced ordering, which can be also found in the behaviour of biological objects [11] as well as in human recognition [12] or in human brain waves [13], is the effect of stochastic resonance (SR). In the most standard situation SR consists in an optimization by noise of the response of a bistable system to a weak periodic signal. In addition to this conventional situation, due to its generality and universality SR has been found in a large variety of systems, as monostable [14], excitable [15], non-dynamical [16], and thresholdless [17] systems, in systems without an external force (called coherence resonance) [9,18], and in systems with transient noise-induced structure [19].

Noteworthy, the principle of SR can be also extended for the case of spatially distributed systems. In such systems an optimal intensity of noise may lead to noise-enhanced propagation, in which the propagation of a harmonic forcing through an unforced bistable or excitable medium is increased for an optimal intensity of addi-
tive noise [20,21]. This phenomenon has all ingredients characteristic of SR, because the system exhibits locally the noise-induced amplification of a weak periodic signal coming from the neighboring sites. It is important to note that, although numerous works about noise-induced propagation exist (e.g. [22–24]), to our knowledge propagation in monostable media, which is a very important class of dynamical systems, has not been considered before. An interesting exception to this point is the thermal resonance in a signal transmission [25], where noise-induced propagation has been found in monostable systems, but without a local potential and with nonlinear coupling.

In this review we discuss several phenomena in the frame of a concept of doubly stochastic effects, which also demonstrate an improvement of signal processing or signal propagation in nonlinear dynamical systems. This concept has been recently introduced as new mechanism leading to noise-induced ordering in nonequilibrium systems. The idea of this concept is the following. If we observe noise-induced order in a nonlinear system, it occurs due to the presence of some intrinsic property of a system, which together with noise results in noise-induced ordering. For example, in the conventional scenario of SR this feature is a threshold, which is present in the system. Coming noise interacts with this feature, and improves a response of the system to the external periodic signal. Meanwhile, a crucial property of a system, a potential threshold in this case, can be also induced by noise. Usually it happens if we have an interplay of multiplicative and additive noise in the system. In this case multiplicative noise induces a property of a system and additive noise maximizes an ordering in a system with this property. Hence, such effects can be called doubly stochastic effects (DSE), because for maximal ordering an optimization of both noise intensities is necessary. Certainly, in such effects an energy of noise is used more efficiently, because it is used not only for noise-induced ordering, but also for system property, which is necessary for this ordering.

In this paper we review two DSE, doubly stochastic resonance (DSR) [26] and noise-induced propagation (NIP) in monostable media [27]. After an introduction of a model and reviewing of noise-induced phase transitions, demonstrated by this model, we describe the effect of DSR. In DSR multiplicative noise (in combination with spatial coupling) induces bistability in a deterministically monostable system, and additive noise induces synchronization with the external signal in this noise-induced bistable regime. Following this, we show that this system can exhibit doubly stochastic effects which lead to signal propagation, if the system is periodically excited from one side. Finally we discuss a possible experimental implementation of suggested theoretical findings in designed simple electronic circuit [28]. In the conclusion we discuss the obtained results and possible directions of the future research.

2. A Model and Noise-induced Phase Transition

We study a general class of spatially distributed systems of elements, which are locally coupled and periodically forced:

$$\dot{x}_i = f(x_i) + g(x_i)\xi(t) + \frac{D}{4} \sum_{j \in n(i)} (x_j - x_i) + \zeta_i(t) + A_i \cos(\omega t + \varphi), \quad (1)$$
where $x_i$ is defined in a two-dimensional discrete space of $N \times N$ cells, with $i$ denoting the cell position ($i = i_x + N(i_y - 1)$, where $i_x$ and $i_y$ run from 1 to $N$). The sum in the right-hand side runs over all nearest neighbors of site $i$ [nn($i$)]. The additive and multiplicative noise terms are mutually uncorrelated Gaussian distributed with zero mean, and white both in space and time, i.e.

\[
\langle \xi_i(t)\xi_j(t') \rangle = \sigma^2_{\text{a}} \delta_{ij} \delta(t - t') \text{ and } \langle \xi_i(t)\xi_j(t') \rangle = \sigma^2_{\text{m}} \delta_{ij} \delta(t - t').
\]

In the absence of periodic forcing ($A_i = 0$), different types of noise-induced phase transitions can be obtained for different forces $f(x_i)$ and $g(x_i)$. In particular, a system with a monostable local deterministic potential can exhibit a phase transition to a noise-induced bistable state [3, 29]. This transition breaks a symmetry and ergodicity of a system and leads to the formation of a non-zero mean field (see Fig. 1). The reason of this phase transition is the common effect of short time bistability induced by multiplicative noise and coupling. To understand which forces $f(x_i)$ and $g(x_i)$ are necessary for the demonstration of noise-induced transition, let us consider the following argumentation [30]. The time evolution of the first moment of a single element can be found by the drift part in the corresponding Fokker-Planck equation (Stratonovich case)

\[
\dot{\langle x \rangle} = \langle f(x) \rangle + \frac{\sigma^2_{\text{a}}}{2} (g(x)g'(x)).
\]

Next if we start with an initial Dirac $\delta$ function, follow it only for a short time, such that fluctuations are small and the probability density is well approximated by a Gaussian. A suppression of fluctuations, performed by coupling, which is absolutely necessary for the transition under consideration, makes this approximation appropriate in our case [31]. The equation for the maximum of the probability, which is also the average value in this approximation $\langle x \rangle = \langle x \rangle$, has the following form

\[
\dot{x} = f(x) + \frac{\sigma^2_{\text{a}}}{2} g(x)g'(x),
\]

which is valid if $f(\langle x \rangle) >> \langle \delta x^2 \rangle f''(\langle x \rangle)$. For this dynamics an “effective” potential $U_{\text{eff}}(x)$ can be derived, which has the form

\[
U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = - \int f(x) dx - \frac{\sigma^2_{\text{a}}}{2} g^2(x),
\]

where $U_0(x)$ is a monostable potential and $U_{\text{noise}}$ represents the influence of the multiplicative noise. If this effective potential is bistable for some intensity of multiplicative noise, then with some approximation the system can undergo noise-induced phase transition, which leads to bistability of the mean field.

More precisely, a borderline of the phase transition can be found analytically by means of the standard mean-field theory procedure [3]. This mean-field approximation is based on replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (1) for $A_i = 0$. A steady-state solution of Fokker-Planck eq. then gives:

\[
w_{\text{st}}(x, m) = \frac{C(m)}{\sqrt{\sigma^2_{\text{a}} g^2(x) + \sigma^2_{\text{a}}}} \exp \left( \frac{2}{\sigma^2_{\text{a}} g^2(x) + \sigma^2_{\text{a}}} \int f(y) - D(y - m) dy \right),
\]
Increase of noise

Figure 1. A visualization demonstration of the phase transition in the model (1). In the disordered phase the mean field is zero due to the random deviation of different elements around zero (middle). In the ordered phase, induced by noise, the symmetry is broken and the mean field is either positive (right) or negative (left). The elements in the lattice 128 × 128 are coded in accordance to its sign: if positive or zero - white, if negative - black.

where $C(m)$ is a normalization constant and $m$ is the mean field, defined by the equation:

$$ m = \int_{-\infty}^{\infty} xw_{st}(x, m)dx. \tag{6} $$

The self-consistent solution of eq.(6) determines transitions between ordered ($m \neq 0$) and disordered ($m = 0$) phases. Below we consider two examples of functions $f(x)$ and $g(x)$, which provide a possibility of a noise-induced phase transition.

### 3. Doubly Stochastic Resonance

DSR is a synthesis of noise-induced phase transition and conventional SR. To demonstrate DSR the functions $f(x)$ and $g(x)$ in eq.(1) are taken to be of the form [29]:

$$ f(x) = -x(1 + x^2)^2, \quad g(x) = 1 + x^2. \tag{7} $$

With these forces, a system (1) undergoes a phase transition, whose transition boundaries between different phases are shown in Fig. 2 (left) and the corresponding dependence of the order parameter on $\sigma_a^2$ is presented in Fig. 2 (right).

Next we consider how the system (1) responds to the global periodic forcing ($A_i = A$). We have taken a set of parameters ($\sigma_m^2; D$) within the region of two coexisting ordered states with a nonzero mean field. In particular, we choose values given by the dot in Fig. 2 (left). As for the network, we take a two-dimensional lattice of $L^2 = 18 \times 18$ oscillators, which is simulated numerically [32] with a time step $\Delta t = 2.5 \times 10^{-4}$ under the action of the harmonic external force. The amplitude of the force $A$ has to be set sufficiently small to avoid hops in the absence of additive noise. Jumps between $m_1 \leftrightarrow m_2$ occur only if additive noise is additionally switched on. Runs are averaged over different initial phases. Time series of the mean field and the corresponding periodic input signal are plotted in Fig. 3 left for three different values of the intensity of additive noise $\sigma_a^2$. The current mean field is calculated as $m(t) = \frac{1}{L^2} \sum_{i=1}^{N} x_i(t)$. For small $\sigma_a^2$, hops between the two symmetric states $m_1$ and $m_2$ are rather seldom and not synchronized to the external force. If we increase the intensity $\sigma_a^2$, we achieve a situation when hops occur with the same periodicity as the external force and, hence, the mean field follows with high probability the input force. An increase of additive noise provides a synchronization of the output of the
system with input forcing. If \( \sigma_a^2 \) is increased further, the order is again destroyed, and hops occur much more frequently than the period of the external force. Note also that for large \( \sigma_a^2 \) the value of the mean field which corresponds to the stable state is becoming smaller. It is caused by the fact that additive noise influences also transition lines. An increase of \( \sigma_a^2 \) results in a reduction of the ordered region (Fig. 2 (left), curves 2 and 3) and decreasing the value \( m_1 = -m_2 \) (Fig. 2 (right), curves 2 and 3).

To quantify this DSR-effect, we have calculated the signal-to-noise ratio (SNR) by extracting the relevant phase-averaged power spectral density \( S(\omega) \) and taking the ratio between its signal part with respect to the noise background \[8\]. The dependence of SNR on the intensity of the additive noise is shown in the Fig. 3 (right) for the mean field (filled points) and the mean field in a 2-state approximation (opaque point). In this 2-states approximation we have replaced \( m(t) \) by its sign and put \( m(t) = +1 \) or \( m(t) = -1 \), respectively. Both curves exhibit the well known bell shaped dependence on \( \sigma_a^2 \) typically for SR. Since the bimodality of the mean field is a noise-induced effect we call that whole effect *Doubly Stochastic Resonance*.

For the given parameters and \( A = 0.1, \omega = 0.1 \) the maximum of the SNRs is approximately located near \( \sigma_a^2 \sim 1.8 \).

To obtain analytic estimates of the SNR, an approximation of “effective” potential (4) can be used. For this we consider a conventional SR problem in this potential with an external periodic force of the amplitude \( A \) and the frequency \( \omega \). If we neglect intrawell dynamics and follow linear response theory the SNR is well known \[8,33\]

\[
SNR_1 = \frac{4\pi A^2}{\sigma_0^4} r_k
\]  

(8)

where \( r_k \) is the corresponding Kramers rate \[34\]

\[
r_k = \sqrt{\frac{U''_{\text{eff}}(x)|_{x=x_{\text{min}}}}{2\pi}} \frac{U''_{\text{eff}}(x)|_{x=x_{\text{max}}}}{\sigma_0^2} \exp\left(-\frac{2\Delta U_{\text{eff}}}{\sigma_0^2}\right)
\]  

(9)
Fig. 3. Left: The time evolution of the current mean field (output) and the periodic external force \( F(t) \) (input) for different intensities of additive noise (from top to bottom) \( \sigma^2_a = 0.01, 1.05, \) and 5.0. If the intensity of the additive noise is close to their optimal value (middle row), an input/output synchronization occurs. The remaining parameters are: \( A = 0.1, \omega = 0.1, D = 20, \) and \( \sigma^2_m = 3. \) Right: The dependence of SNR on the additive noise intensity for the output (filled points) and its 2-states approximation (opaque points). The solid line corresponds to the analytical estimation \( SNR_N \) (10). The processing gain is \( G = 0.7. \)

4. Noise-induced Propagation in Monostable Media

Next we study a propagation in the system (1). In this case the periodic forcing is applied to the system (1) coherently along only one side, as shown in Fig. 4 (left) \( [A_{i} = A(\delta_{x,1} + \delta_{x,2} + \delta_{x,3})]. \) Even though the results shown below are very general, for a quantitative study we choose particular functions \( f(x) = -f_1(x) \) (see eq. (12)) and \( g(x) = x \) [28]. Regions of bistability can be as above determined approximately by means of a standard mean-field procedure [3] and are shown in Fig. 4 (right) in the \( \Delta - \sigma^2_m \) plane for three different values of the additive noise intensity.

Now we place ourselves within the bistable regime supported by multiplicative noise and coupling (e.g. \( D = 3, \sigma^2_m = 3. \)) and investigate the propagation of a wave through the system. The boundary conditions are periodic in the vertical direction.
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Fig. 4. Left: A lattice which is excited only from one side: elements under the direct periodic action are denoted by black; the first three columns \((i_x = 1, 2, 3)\) are periodically driven; all oscillators are under the influence of noise. Right: Mean-field transition lines between disordered monostable \((m = 0)\) and ordered bistable \((m \neq 0)\) phases for model (see Sec. 3): \(\sigma_n^a = 0.3\) (label 1), \(\sigma_n^a = 0.5\) (label 2) and \(\sigma_n^a = 1.0\) (label 3). Other parameters are \(G_0 = 0.5\), \(G_b = 10\) and \(B_p = 1\).

and no-flux in the horizontal direction. The propagation will be quantified by the system’s response at the excitation frequency, computed as

\[
Q^{(j)} = \sqrt{Q_{\sin}^{(j)} + Q_{\cos}^{(j)}},
\]

with

\[
Q_{\sin}^{(j)} = \frac{\omega}{n\pi} \int_0^{2\pi n/\omega} m_j(t) \sin(\omega t) dt,
\]

\[
Q_{\cos}^{(j)} = \frac{\omega}{n\pi} \int_0^{2\pi n/\omega} m_j(t) \cos(\omega t) dt,
\]

where \(m_j(t)\) is the field (voltage) averaged along the vertical column (Fig. 4), i.e.

\[
m_j(t) = \frac{1}{N} \sum_{k=1}^{N} x_{j + (k-1)N}(t).
\]

The value of \(Q^{(j)}\) for different oscillators along the chain is shown in Fig. 5(a) for increasing intensities of additive noise within the noise-induced bistable regime. The forcing amplitude is taken to be large enough to produce hops between the two wells in the bistable oscillators, without a need of additive noise. Therefore, for the first oscillators an increase of additive noise leads only to a decreasing response at the forcing frequency, whereas for distant oscillators the situation changes qualitatively. There, a response is induced that depends non-monotonically on the additive noise intensity. Clearly, a certain amount of additive noise exists for which the propagation of the harmonic signal is optimal. For smaller multiplicative-noise intensity [Fig. 5(b)] the system leaves the bistable region; hence the response is small and always monotonically decreasing. Hence, the resonant-like effect requires suitable intensities of both the additive and multiplicative noises.

A propagation of the harmonic signal can also be obtained for values of the forcing amplitude small enough so that hops are not produced in the directly excited sites in the absence of additive noise. This is the regime in which DSR really occurs in the excited part of the system, and the excitation propagates through the rest of the lattice enhanced by noise. Now all the oscillators have a non-monotonic dependence on the additive noise intensity for a multiplicative noise within the bistable region [Fig. 5(c)], and a monotonic one for a multiplicative noise within the monostable region [Fig. 5(d)]. The former case corresponds to a spatiotemporal propagation in the DSR medium, and we call this phenomenon spatiotemporal doubly stochastic resonance (SDSR).
Fig. 5. Response $Q^{(j)}$ to a periodic excitation in different oscillators (the order $j$ is shown in the curve labels) vs. additive-noise intensity (a,c) inside the bistability region ($\sigma^2_m = 3$), and (b,d) outside that region ($\sigma^2_m = 0.5$). As shown in Fig. 1, the oscillators with index $j = i_x = 1, 2, 3$ are directly excited by the periodic force, and oscillators with $j = i_x > 3$ are excited through the excitation propagation. Parameters are those of Fig. 7, and $D = 3$. The amplitude is: (a,b) $A = 0.3$ (noise-induced propagation) and (c,d) $A = 0.2$ (spatiotemporal doubly stochastic resonance).

Using an approximation of “effective” potential this effect can be understood in the frame of a standard SR mechanism [8], where the external signal is provided by the periodic force for the directly excited oscillators, and by the influence of the left neighbors for the non-excited oscillators. For large forcing, only the latter need an additive noise to hop synchronously between the wells, whereas for small forcing, both the excited and the non-excited oscillators display SR. These two behaviors correspond to the situations depicted in Figs. 5(a) and 5(c), respectively.

5. Experimental Implementation

We expect that these theoretical findings will stimulate experimental works to verify DSR in real physical systems (for the first experimental observation of noise-induced bistability see [38]). Appropriate situations can be found in electronic circuits [7], as well as in systems, which demonstrate a noise-induced shift of the phase transition, e.g., in liquid crystals [39, 40], electronic cellular neural networks [41–43], photosensitive chemical reactions [44, 45], or Rayleigh–Bénard convection [46]. It can be crucial for such experiments, that in doubly stochastic effects the energy of noise is used in a more profitable way: not only for the optimization of the signal processing or propagation, but also for the support of the potential barrier to provide this optimization.

Here we discuss a design of a simple electronic circuit which can be used for the demonstration of these phenomena [28]. This electrical circuit consists of $N$ coupled elements $(i, j)$. A circuit of one element is shown in Fig. 6 (a). Three ingredients in this circuit are important: input current, time-varying resistor (TVR) and a
nonlinear resistor. Every element is coupled with its neighbours by the resistor $R_c$ (i.e. by diffusive coupling). The capacitor is shown by $C$. The nonlinear resistor $R_N$ can be realized with a set of ordinary diodes \cite{47,48}, whose characteristic function is a piecewise-linear function

$$i_N = f(V) = \begin{cases} 
G_b V + (G_a - G_b)B_p & \text{if } V \leq -B_p, \\
G_a V & \text{if } |V| < B_p, \\
G_b V - (G_a - G_b)B_p & \text{if } V \geq B_p,
\end{cases}$$  \hspace{1cm} (12)

where $i_N$ is the current through the nonlinear resistor ($R_N$), $V$ is the voltage across the capacitor ($C$), and parameters $G_a$, $G_b$ and $B_p$ determine the slopes and the breakpoint of the piecewise-linear characteristic curve. The next important ingredient is a time-varying resistor (TVR) \cite{48,49}. The conductance $G(t)$ of TVRs varies with time. Presently, we consider the case that the function which represents the variation of the TVR is a Gaussian $\delta$-correlated in space and time noise, i.e.

$$G(t) = \sigma^2 \delta(t - t').$$

An external action on the elements under direct excitation in the circuit is performed by the current input $I(t)$, which is a periodic signal (with amplitude $A$, frequency $\omega$, and initial phase $\varphi$), additively influenced by independent Gaussian noise $\zeta(t)$ with intensity $\sigma^2_a$

$$I(t) = \zeta(t) + A_t \cos(\omega t + \varphi), \quad \langle \zeta_i(t) \zeta_j(t') \rangle = \sigma^2_a \delta_{i,j} \delta(t - t').$$

The electronic circuit with respect to the element $(i,j)$ can be described by a set of Kirchoff’s equations:

$$C \frac{dV_{i,j}}{dt} = I(t) - G(t)V_{i,j} - f(V_{i,j}) + \frac{1}{R_c} (V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j})$$

Hence, the following set of Langevin equations describes the considered system:

$$\frac{dV_{i,j}}{dt} = -f(V_{i,j}) + V_{i,j} + \zeta_{i,j}(t) + A_t \cos(\omega t + \varphi)\zeta_{i,j}(t)$$  \hspace{1cm} (13)

$$+ \frac{D}{4} (V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j}),$$

---

**Fig. 6.** (a) The electronic circuit of the element $(i,j)$. (b) Numerical SNR (points) vs analytical estimation (solid line) for the equation with $f_1$ and $D = 3, \sigma^2_m = 3$. Numerical results are shown by black points for the mean field and opaque points for its two-state approximation. The stochastic resonance effect is supported by noise. If we decrease the intensity of multiplicative noise, we do not observe it; e.g. for (c) $D = 3, \sigma^2_m = 0.5$. 

The electronic circuit with respect to the element $(i,j)$ can be described by a set of Kirchoff’s equations:

$$C \frac{dV_{i,j}}{dt} = I(t) - G(t)V_{i,j} - f(V_{i,j}) + \frac{1}{R_c} (V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j})$$
where C is set to unity by normalization of time and \( D \) denotes a strength of coupling equal to \( \frac{D}{C^2} \). In the case when \( f_2 \) represents the TVR, the model is the time-dependent Ginzburg-Landau equation, which is a standard model to describe phase transitions and critical phenomena in both equilibrium and nonequilibrium situations [3]. It is important that we consider only the situation when the potential of one element is monostable (\( G_a = 0.5, G_b = 10, B_p = 1 \)), hence avoiding the possibility to observe SR without multiplicative noise.

Due to the noise-induced bistability (transitions boundaries are shown in the Fig. 4 right), this circuit will demonstrate both DSE effects considered above. We focus on the case of DSR, i.e. an external excitation is applied to each element and \( A_i = A \). An analytical estimation of DSR effect, calculated as in Sec. 2, is shown in the Fig. 6 (b). The DSR effect is clearly observed in the behaviour of SNR of the output mean voltage vs. the intensity of additive noise. To verify the analytical results numerically, we have also performed simulations of the model (13).

We have taken a set of parameters within the region of two coexisting ordered states with nonzero mean field. As a total system, we take a two dimensional lattice of 18 \times 18 elements, which was simulated numerically with a time step \( \Delta t = 2.5 \times 10^{-4} \). The amplitude of the external signal was set to 0.1, i.e. sufficiently small to avoid hops between two states in the absence of additive noise. The numerically obtained dependence of SNR on the intensity of the additive noise is shown in Fig. 6(b) for the mean-field (filled points) and the mean field in a two-state approximation (opaque points). In this two-state approximation, we have replaced the value of the mean field in time-series by its sign before calculating the power spectral density. Both curves demonstrate well-known bell-shaped dependence which is typical for SR. Let us note, that for these version of the model SNR for the mean field tends to infinity for small values of additive noise intensity (see black points for \( \sigma_a^2 < 0.1 \)). Numerical simulations agree very good with our theoretical estimation despite the very rough approximation via “effective” potential (we will study the question, what is the parameters regions of its validity, in a following paper).

The fact that this SR effect is created by multiplicative noise, can be illustrated as the following. If we decrease only the intensity of multiplicative noise, other parameters fixed, the SR effect is not observed, as it is shown in Fig. 6(c). The reason is that in this case our system is not bistable (see Fig. 4 right) For experimental setup a minimal number of elements, which are necessary for DSR observation, can be important. Reduction of the elements number in this system leads to the fact, that a system can spontaneously (even in the absence of forcing) perform a hop between two states. These jumps hide DSR effect, since they destroy a coherence between input and output. For the system size 18 \times 18, considered here, such jumps are rather seldom and do not hinder DSR. Our calculations have shown that a size 10 \times 10 is still satisfactory, whereas further decrease of the elements number will destroy the effect.

6. Summary and Outlook

I have reviewed recent findings on doubly stochastic effects. I have considered two doubly stochastic phenomena, DSR and noise-induced propagation in monostable media. In these phenomena the role of noise is twofold: first multiplicative noise (to-
Doubly Stochastic Effects

Doubly stochastic effects (together with coupling) induce a bistability in the spatially distributed system, and then additive noise optimizes a processing or propagation of the input signal. An optimization of both noise intensities is necessary for the demonstration of these doubly stochastic phenomena. Noteworthy, DSR and NIP in monostable media, considered here, differ substantially from the conventional SR and different variations of spatiotemporal SR or NIP in bistable or excitable systems (see discussion in [26,27]).

One can distinguish between two possible directions of future research on doubly stochastic effects. First, one can search for doubly stochastic effects in other classes of systems, or doubly stochastic effects, which lead to noise-induced ordering of other type. For example, we are going to study doubly stochastic coherence in excitable systems [50], where ordering means a generation of a coherent output in neuron systems. Second, we hope that our theoretical findings will encourage observers to perform experiments to study doubly stochastic effects. Here we have suggested a simple electronic circuit as a possible experimental implementation of doubly stochastic effects, in [26,27] we have discussed other appropriate experimental situations. We hope that due to its generality the concept of doubly stochastic effects will be confirmed by experiments and used in applications, especially in signal processing systems, such as communication systems or neuron populations.
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The generation of coherent dynamics due to noise in an activator-inhibitor system describing bistable neural dynamics is investigated. We show that coherence can be induced in deterministically asymmetric regimes via symmetry restoration by multiplicative noise, together with the action of additive noise which induces jumps between the two stable steady states. The phenomenon is thus doubly stochastic, because both noise sources are necessary. This effect can be understood analytically in the frame of a small-noise expansion and is confirmed experimentally in a nonlinear electronic circuit. Finally, we show that spatial coupling enhances this coherent behavior in a form of system-size coherence resonance.

Rhythm generation is a long-standing problem in science, particularly in biological and cognitive science contexts [1,2]. A paradigm of this kind of self-sustained oscillating behavior in nonlinear systems is offered by limit cycles. But even in the absence of limit cycles, internal rhythms can be generated in nonlinear systems by the effect of noise. An early realization of this phenomenon was reported in a two-dimensional autonomous system when operating close to a limit cycle and was interpreted as a manifestation of stochastic resonance in the absence of external forcing [3]. An optimal amount of noise was also seen to lead to a maximally coherent output in an excitable system [4]. This effect, called coherence resonance, was studied in the well-known FitzHugh-Nagumo model, which has been extensively used to describe the dynamics of neural systems [5]. Coherence resonance has been confirmed in several experimental situations, such as in laser systems [6]. Furthermore, it has also been predicted in a system with two chaotic attractors [7] and in excitable media coupled via an inhibitor concentration, provided the coupled elements behave in antiphase [8].

A complete understanding of these different mechanisms of coherence resonance is very important for the study of rhythm generation in biological systems [2,9] and, in particular, in neural tissue. On the other hand, increasing experimental evidence has established in recent years that certain types of neurons frequently operate in a bistable regime [10]. Thus, the question arises whether noise can excite an autonomous coherent output in bistable neural systems. In this direction, both standard stochastic and coherence resonance have been observed in a symmetrically bistable FitzHugh-Nagumo model [11]. In the present Letter, we show that coherence can also be generated in the general asymmetric case, where the stability of the two stable steady states is not necessarily the same. We demonstrate that the mechanism of coherence enhancement in this situation is utterly different from the standard one, being based on the restoration of symmetry induced by a multiplicative source of noise. This effect vividly contrasts with standard noise-induced phase transitions, where noise usually leads to the breaking of symmetry [12].

Doubly stochastic coherence (DSC) can be observed in an asymmetric system under the joint action of multiplicative and additive noises. Once multiplicative noise induces a symmetric bistable state in the system, due to the presence of optimal additive noise, coherence can be maximized in the output. Hence, the resulting coherence is doubly stochastic, since simultaneous optimization of two noise intensities is required in order to observe the phenomenon. The concept of doubly stochastic effects has been introduced recently as a new mechanism of noise-induced phenomena in the context of harmonically driven systems [13]. These effects are usually possible due to the interplay between additive and multiplicative noise. In [13], multiplicative noise (in combination with spatial coupling) induces bistability in a simple monostable extended system, and additive noise induces synchronization with the external signal in that noise-induced bistable regime. Such doubly stochastic resonance has been reported in simple electronic circuit models [14]. Following those lines, we have shown recently that doubly stochastic effects lead also to signal propagation in simple monostable media [15]. The synthesis of noise-induced transitions and noise-induced transport reported in [16] is also related to this kind of effects. In this Letter, we report the occurrence of DSC in a modified version of the well-known FitzHugh-Nagumo (FHN) model. The mechanism is explained theoretically in the framework of a small-noise expansion of the model, which extracts the systematic contribution of the multiplicative noise that accounts for the symmetry restoration. The results of this analysis and numerical results are confirmed by experiments on an electronic circuit. Finally, we show that this effect can be generalized for the case of spatially extended systems, where it leads to synchronization induced by multiplicative noise.
We consider the following version of the FHN model:

\[
\begin{align*}
\epsilon \frac{du}{dt} &= u(1-u)(u-a) - \nu, \\
\frac{dv}{dt} &= bu - v - uv\xi(t) + \zeta(t).
\end{align*}
\] (1)

In a neural context, \(u(t)\) represents the membrane potential of the neuron and \(v(t)\) is related to the time-dependent conductance of the potassium channels in the membrane [5]. The dynamics of \(u\) is much faster than that of \(v\), as indicated by the small time-scale-ratio parameter \(\epsilon\). There are two mutually uncorrelated noise sources, represented by the \(\delta\)-correlated Gaussian noises \(\xi(t)\) and \(\zeta(t)\), with zero mean and correlations \(\langle \xi(t)\xi(t') \rangle = \sigma_m^2 \delta(t-t')\) and \(\langle \zeta(t)\zeta(t') \rangle = \sigma_a^2 \delta(t-t')\). The additive noise is inserted in the slow-variable equation, as in most studies of coherence resonance [4]. The multiplicative noise \(\zeta(t)\) is interpreted in the Stratonovich sense [12].

In what follows we use the parameters \(a = 0.15\), \(b = 0.12\), and \(\epsilon = 0.01\), for which the deterministic system has two stable fixed points with different stability (i.e., with different thresholds of escape through the extrema of the \(u\) nullcline), as shown in Fig. 1(a) (curve 1 and its crossing points with the \(u\) nullcline). Additive noise induces here jumps between these two states, but the escape times are very different in the two states. This behavior is shown in Fig. 1(b), as obtained from numerical simulations of model (1) for the above-mentioned parameters.

The effect of multiplicative noise in this system can be determined by analyzing the systematic effect it produces in the system dynamics due to the fact that the corresponding fluctuating term in the \(v\) equation has a nonzero average value. Computation of this average value by means of standard techniques [17] leads to the following effective deterministic model, which can be considered as a first order approximation in a small-noise expansion of \(\xi(t)\) [12]:

\[\epsilon \frac{du}{dt} = u(1-u)(u-a) - \nu, \quad (2)\]

\[\frac{dv}{dt} = bu - v + \frac{\sigma_m^2}{2} u^2 v + \zeta(t). \quad (3)\]

The nullclines of this model for two nonzero values of \(\sigma_m^2\) are shown in Fig. 1(a), as curves 2 and 3. It can be seen that for an intermediate value of \(\sigma_m^2\), corresponding to curve 2, the two states are equally stable and the escape times are basically identical. As a result, jumps in the output of the system are more equidistant [Fig. 1(c)]. For larger multiplicative noise intensity the asymmetry increases again, this time reversed, as shown in curve 3 of Fig. 1(a), and the system spends more time in the lower state, as shown in Fig. 1(d) (in fact, in this extreme case the upper steady state has turned unstable, and the system becomes excitable).

Hence, an optimal amount of multiplicative noise optimizes the symmetric response of the system. In that situation, we can expect additive noise to be more effective in producing coherence, since the potential barrier heights (and thus the corresponding escape times) are the same in the two jump directions. To quantify this expected coherence enhancement, we have measured the normalized variance of subsequent periods \(T_i\). The illustration of the definition of \(T_i\) is depicted in Fig. 1(b). The normalized variance, which is called the coherence parameter [4], is determined as \(R = \sqrt{\sigma_T^2/(T_i)}\), where \(\sigma_T^2\) is the variance of the sequence \(T_i\), and \(\langle T_i \rangle\) is its average value. The dependence of \(R\) on the multiplicative noise intensity for the time series depicted in Figs. 1(b)–1(d) is shown in Fig. 2 (left). It is clearly seen that \(R\) first decreases to some minimum value and then increases again. The minimal \(R\) corresponds to the highest degree of periodicity in the system output and is a manifestation of stochastically induced coherence. A similar behavior occurs for varying the strength of the additive noise as well, as shown in the inset of Fig. 2 (left). Different values of the excitation threshold correspond to different optimal intensities of the noise. To optimize the periodicity, one should vary both the threshold (provided by
multiplicative noise) and the intensity of additive noise. Both noise intensities need to be tuned in order to optimize periodicity in the output [see Fig. 2 (right)], and hence we call this effect doubly stochastic coherence.

With the aim of confirming experimentally the phenomenon of DSC via noise-induced symmetry, we have designed a circuit (Fig. 3), which has two asymmetrically stable steady states. In this circuit, the difference between the positive and negative voltages feeding the operational amplifier provides the asymmetry in the stability of the two fixed points. Multiplicative noise acts on the positive voltage $V_+$, which is a parameter that changes the stability of the higher voltage fixed point of the circuit [18]. A second source of noise, which acts as a signal, induces jumps between the two stable states and acts as an additive noise. The noise is produced electronically by amplifying shot noise from a junction diode [19].

Following the numerical approach, we fix the intensity of additive noise and increase that of multiplicative noise. First, the upper steady state is more stable than the lower one, and the system spends more time in the former [Fig. 4(a)]. As the strength of multiplicative noise increases, the situation is reversed [Fig. 4(c)], passing through a symmetric regime for intermediate noise [Fig. 4(b)]. Calculating the coherence parameter $R$ for the experimental time traces, we find clearly that multiplicative noise enhances coherence via the appearance of symmetry [Fig. 4(d)].

We have also examined the effect of spatial coupling on a set of distributed bistable FHN oscillators subject to two noise sources. The model is now given by

$$\begin{align*}
e\frac{\partial u_i}{\partial t} & = u_i(1 - u_i)(u_i - a) - v_i \\
 & + \frac{D}{2}(u_{i-1} + u_{i+1} - 2u_i), \\
\frac{\partial v_i}{\partial t} & = bu_i - v_i - u_i\zeta_i(t) + \zeta_i(t),
\end{align*}$$

(4)

where $D$ denotes the strength of coupling and the noise terms are now $\delta$ correlated also in space, with $\langle \zeta_i(t)\zeta_j(t') \rangle = \sigma_m^2 \delta(t - t')\delta_{ij}$ and $\langle \zeta_i(t)\zeta_j(t') \rangle = \sigma_n^2 \delta(t - t')\delta_{ij}$.

We now study the joint effect of additive and multiplicative noise on the spatiotemporal evolution of this extended system, using a binary coding for the activator variable $u_i(t)$, associating black or white to each one of the two fixed points of the local bistable dynamics. The numerical simulation results are shown in Fig. 5 for three values of $\sigma_m$ and a fixed $\sigma_n$. As expected, the local dynamics becomes more regular for an optimal amount of multiplicative noise, as happens with an isolated FHN element. However, remarkably enough, the most temporally coherent case corresponds also to the most spatially uniform behavior of the system as a whole. To characterize such a synchronized coherence, we calculate the coherence parameter $R$ for the mean field $m(t) = \sum_i u_i$. The dependence of this parameter on the intensity of multiplicative noise is shown in Fig. 6(a) for a system of 50 coupled elements. The dependence is nonmonotonic, reflecting the DSC characteristic of isolated elements.
although in this case the parameter measures also the degree of synchronization in the system. Furthermore, Fig. 6(b) shows that increasing the number of elements in the ensemble first increases the coherence of the output ($R$ initially decreases), due to the synchronization of the elements, but further increase of the system size leads to a loss of synchronization, and thus $R$ increases again. The result is a system-size coherence resonance (cf. with system-size stochastic resonance, which happens in externally forced systems [20]). In a neural context, this property could imply that neurons benefit from coupling in networks of optimal size for the organization of a pacemaker.

In conclusion, we have shown that bistable models of neural dynamics exhibit doubly stochastic coherence via noise-induced symmetry. This mechanism of rhythm generation arises whenever the two stable steady states of the system have different escape thresholds. An optimal amount of multiplicative noise renders the two fixed points equally stable, and tuning the additive noise in this noise-induced symmetric situation maximizes the coherent behavior in the system. The influence of multiplicative noise can be explained in terms of an effective model that contains the systematic effect of the noise term. These results have been confirmed by experimental measurements on a bistable nonlinear electronic circuit. From a second standpoint, we have shown that this effect leads to synchronized behavior in spatially distributed systems. In this case, this coherence enhancement also exhibits a resonance with respect to the size of the system; i.e., there is some optimal size of the system for which the output is the most periodic one. Our study has been performed in the general framework of the paradigmatic FHN model, in a bistable asymmetric regime which is realistic for biological systems [10], and hence we expect that our findings could be of importance for understanding the mechanisms of periodicity generation in neural and other excitable media.
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We show that external fluctuations are able to induce propagation of harmonic signals through monostable media. This property is based on the phenomenon of doubly stochastic resonance, where the joint action of multiplicative noise and spatial coupling induces bistability in an otherwise monostable extended medium, and additive noise resonantly enhances the response of the system to a harmonic forcing. Under these conditions, propagation of the harmonic signal through the unforced medium is observed for optimal intensities of the two noises. This noise-induced propagation is studied and quantified in a simple model of coupled nonlinear electronic circuits.
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It is a well-established fact nowadays that dynamical noise, which usually has a disordering impact, can be used to induce order in nonlinear nonequilibrium systems under certain conditions. Examples of this counterintuitive influence of random fluctuations are noise-induced transitions [1–4], stochastic transport in ratchets [5] (also in a synthesis with a transition [6]), or noise-induced pattern formation [7]. However, one of the most far-reaching examples is stochastic resonance (SR) [8], which has been experimentally observed in several physical and biological systems [9]. In the classical situation, SR consists of an optimization by noise of the response of a bistable system to a weak periodic signal. Besides this standard scenario, SR has also been found in monostable [10], excitable [11], nondynamical [12], and thresholdless [13] systems, in systems without an external force (what is called coherence resonance) [14,15], and in systems with transient noise-induced structure [16].

Additionally, it has been recently shown that the energy of fluctuations can be used even more efficiently in spatially extended systems, by using noise twofold: to synchronize output hops across a potential barrier with an external signal, and also to optimally construct the barrier itself. This phenomenon is known as 

doubly stochastic resonance (DSR) [17]. DSR occurs in systems of coupled overdamped oscillators; and it is a synthesis of two basic phenomena: SR and noise-induced phase transitions [18]. Another important and nontrivial phenomenon connected with SR in spatially distributed systems is the phenomenon of noise enhanced propagation, in which the propagation of a harmonic forcing through an unforced bistable or excitable medium is increased for an optimal intensity of the additive noise [19,20].

In this Letter, we present a new propagation phenomenon in monostable media. We show that noise can enhance propagation in deterministically monostable media, without any deterministic threshold, provided bistability is induced by a second (multiplicative) noise and coupling through a phase transition. Although numerous works about noise-induced propagation exist (e.g., [21]), to our knowledge propagation in monostable media, which is a very important class of dynamical systems, has not been considered before. In what follows, we present this propagation or in a general model of overdamped coupled nonlinear oscillators. Subsequently, and for the sake of concreteness, the phenomenon is analyzed in particular in a simple model of coupled electronic circuits.

We study a general class of spatially distributed systems, which are locally coupled and periodically forced:

\[
\dot{x}_i = f(x_i) + g(x_i)\xi(t) + \frac{D}{4} \sum_{j \in \text{nn}(i)} (x_j - x_i) + \zeta(t) + A_i \cos(\omega t + \varphi),
\]

where \(x_i\) is defined in a two-dimensional discrete space of \(N \times N\) cells, with \(i\) denoting the cell position \([i = i_x + N(i_y - 1)]\), where \(i_x\) and \(i_y\) run from 1 to \(N\). The sum in Eq. (1) runs over all nearest neighbors of site \(i\) \([\text{nn}(i)]\). The additive and multiplicative noise terms are mutually uncorrelated Gaussian distributed with zero mean, and white both in space and time, i.e., \(\langle \xi_i(t)\xi_j(t') \rangle = \sigma_i^2 \delta_{ij} \delta(t - t')\) and \(\langle \xi_i(t)\xi_i(t') \rangle = \sigma_i^2 \delta_{ii} \delta(t - t')\). The results are averaged over the initial phase \(\varphi\) of a harmonic forcing, which has amplitude \(A_i\) and frequency \(\omega\).

In the absence of periodic forcing \((A_i = 0)\), different types of noise-induced phase transitions can be obtained for different forces \(f(x_i)\) and \(g(x_i)\) [3]. In particular, a system with a monostable deterministic potential can undergo a phase transition to a noise-induced bistable state for a suitable stochastic forcing \(g(x_i)\) [18]. There, in the presence of a global harmonic forcing, DSR is observed [17]. We consider in this Letter the case that the periodic forcing is applied coherently along only one side, as shown in Fig. 1 \([A_i = A(\delta_{i,1} + \delta_{i,2} + \delta_{i,3})]\), and study the propagation of this forcing action into the nonexcited portion of the system.

Even though the results shown below are very general, for a quantitative study we choose particular functions...
$$f(x)$$ and $$g(x)$$. These functions model the local dynamics of the electronic circuit designed theoretically (i.e., it is so far a thought experiment) and displayed in Fig. 2. This circuit consists of a capacitor with capacitance $$C$$, a time-varying resistor (TVR) with conductance $$G(t)$$, a current generator $$I(t)$$, four coupling resistors $$R_c$$ (responsible for the diffusive coupling with the neighbors), and a nonlinear resistor $$R_N$$, which is realized with a set of ordinary diodes or operational amplifiers [22], and has the characteristic function

$$i_N = h(V) = \begin{cases} G_b V + (G_a - G_b)B_p, & \text{if } V \leq -B_p, \\ G_a V, & \text{if } |V| < B_p, \\ G_b V - (G_a - G_b)B_p, & \text{if } V \geq B_p, \end{cases}$$

(2)

where $$i_N$$ is the current through the nonlinear resistor ($$R_N$$), $$V$$ is the voltage drop across it, and the parameters $$G_a, G_b$$, and $$B_p$$ determine the slopes and the break point of its piecewise-linear characteristic curve.

We now consider that the conductance of the TVR fluctuates randomly in time [$$G_i(t) = \xi(t)$$], and that the input current $$I(t)$$ has the form of a periodic signal to which an uncorrelated Gaussian noise $$\xi(t)$$ is added [$$I_i(t) = \xi(t) + A_i \cos(\omega t + \varphi)$$]. Under these conditions, the dynamics of the spatially coupled system is described by Eq. (1), where $$x_i$$ now represents the voltage drop across the nonlinear resistor of circuit $$i$$, and the forces are $$f(x) = -h(x)$$ and $$g(x) = x$$ [22]. Additionally, $$C = 1$$ by an appropriate time normalization, and the coupling strength $$D = \frac{4}{3}$$.

SR behavior can be expected if the system is bistable for the chosen set of parameters. Regions of bistability can be determined approximately by means of a standard mean-field procedure [3]. The mean-field approximation consists of replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to (1) in the absence of external forcing. In this way, we get the steady-state probability distribution $$P_{st}(x)$$:

$$P_{st}(x, m) = \frac{C(m)}{\sqrt{\sigma_m^2 \overline{g}^2(x) + \sigma_a^2}} \times \exp\left(2 \int_0^x \frac{f(y) - D(y - m)}{\sigma_m^2 \overline{g}^2(y) + \sigma_a^2} dy \right),$$

(3)

where $$C(m)$$ is a normalization constant and $$m$$ is the mean field, defined implicitly by:

$$m = \int_{-\infty}^{\infty} xP_{st}(x, m) \, dx.$$

(4)

The value of $$m$$ is obtained by the self-consistent solution of Eq. (4), which enables us to determine the transition lines between the ordered bistable ($$m \neq 0$$) and the disordered monostable ($$m = 0$$) phases. These transition boundaries are shown in Fig. 3 in the ($$D, \sigma_m^2$$) plane for three different values of the additive noise intensity. Note that bistability requires both multiplicative noise and coupling between elements. We also find that an increase in additive noise reduces the bistable region. This gives DSR a special character with respect to standard SR [17].

Now, we place ourselves within the bistable regime supported by multiplicative noise and coupling (e.g.,

FIG. 1. Scheme of the spatially distributed system. The periodic excitation is performed only from one side, elements under the direct periodic action are denoted by black. All oscillators are under the influence of noise. To study the behavior of both driven and nondriven elements, first three columns ($$i_N = 1, 2, 3$$) are periodically driven; however, to achieve propagation it is sufficient to excite only one column.

FIG. 2. Nonlinear electronic circuit at element $$i$$.

FIG. 3. Mean-field transition lines between disordered monostable ($$m = 0$$) and ordered bistable ($$m \neq 0$$) phases for model (1): $$\sigma_m^2 = 0.3$$ (label 1), $$\sigma_m^2 = 0.5$$ (label 2), and $$\sigma_m^2 = 1.0$$ (label 3). Here $$G_a = 0.5, G_b = 10$$, and $$B_p = 1$$. 
$D = 3$, $\sigma_m^2 = 3$), and investigate the propagation of a wave through the system. To that end, we harmonically excite the lattice from one side, as shown in Fig. 1, with boundary conditions periodic in the vertical direction and no-flux in the horizontal direction. The propagation will be quantified by the system’s response at the excitation frequency, computed as $Q^{(j)} = \sqrt{[Q^{(j)\text{sin}}]^2 + [Q^{(j)\text{cos}}]^2}$, with

$$Q^{(j)\text{sin}} = \frac{\omega}{n\pi} \int_0^{2\pi/n} 2m_j(t) \sin(\omega t) \, dt,$$

$$Q^{(j)\text{cos}} = \frac{\omega}{n\pi} \int_0^{2\pi/n} 2m_j(t) \cos(\omega t) \, dt,$$

where $m_j(t)$ is the field (voltage) averaged along the vertical column (Fig. 1), i.e., $m_j(t) = \frac{1}{N} \sum_{k=1}^{N} x_{j+(k-1)N}(t)$.

The value of $Q^{(j)}$ for different oscillators along the chain is shown in Fig. 4(a), for increasing intensities of additive noise within the noise-induced bistable regime. The forcing amplitude is taken to be large enough to produce hops between the two wells in the bistable oscillators, without the need of additive noise. Therefore, for the first oscillators an increase of additive noise leads only to a decreasing response at the forcing frequency, whereas for distant oscillators the situation changes qualitatively. There, a response is induced that depends nonmonotonically on the additive noise intensity. Clearly, a certain amount of additive noise exists for which propagation of the harmonic signal is optimal. For smaller $\sigma_m^2$ [Fig. 4(b)] the system leaves the bistable region; hence the response is small and always monotonically decreasing. Hence, the resonantlike effect requires suitable intensities of both the additive and multiplicative noises.

A propagation of the harmonic signal can also be obtained for values of the forcing amplitude small enough so that hops are not produced in the directly excited sites in the absence of additive noise. This is the regime in which DSR really occurs in the excited part of the system, and the excitation propagates through the rest of the lattice enhanced by noise. Now all the oscillators have a nonmonotonic dependence on the additive noise intensity for a multiplicative noise within the bistable region [Fig. 4(c)], and a monotonic one for a multiplicative noise within the monostable region [Fig. 4(d)]. The former case corresponds to a spatiotemporal propagation in the DSR medium, and we call this phenomenon spatiotemporal doubly stochastic resonance (SDSR).

The mechanism of this phenomenon can be explained theoretically on the basis of a mean-field approximation. We give a first qualitative glimpse of this analysis in what follows; quantitative details will be published elsewhere. Because of coupling and multiplicative noise, the system becomes bistable with the behavior approximately governed by a mean-field effective potential [17]

$$U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = -\int f(x) \, dx - \frac{\sigma_m^2 x^2}{4}.$$

Now the effect can be understood in the frame of a standard SR mechanism [8], where the external signal is provided by the periodic force for the directly excited oscillators, and by the influence of the left neighbors for the nonexcited oscillators. For large forcing, only the latter need an additive noise to hop synchronously between wells, whereas for small forcing, both the excited and the nonexcited oscillators display SR. These two behaviors correspond to Figs. 4(a) and 4(c), respectively.

At this point it is worth making several remarks to the phenomenon described above. First, SDSR and noise-induced propagation in monostable media are strongly different to spatiotemporal SR [23] or noise enhanced propagation [19] in bistable media. The effect presented here can be controlled by multiplicative noise, which modifies the depth and separation of the two potential wells. Therefore, an optimal amount of multiplicative noise is required to support the bistable structure. Nothing similar occurs in array-enhanced SR [24] or in SR in extended bistable systems [25]. On the other hand, an increase of additive noise also leads to a loss of bistability (see Fig. 3), and hence a decrease of $Q$ for large additive noise is explained not only by the fact that disordered hops are produced by intense noise, as in standard SR, but also by the loss of bistability. Second, noise-induced propagation in monostable media is very intriguing from the viewpoint of the theory of extended systems with noise and cannot be directly predicted from DSR. The noise-induced bistability, on which DSR is based, is a collective phenomenon.

![Fig. 4. Response $Q^{(j)}$ to a periodic excitation in different columns (the order $j$ is shown in the curve labels) vs additive-noise intensity (a),(c) inside the bistability region ($\sigma_m^2 = 3$), and (b),(d) outside that region ($\sigma_m^2 = 0.5$). As shown in Fig. 1, the oscillators with index $j = i_c = 1, 2, 3$ are directly excited by the periodic force, and oscillators with $j = i_c > 3$ are excited through the excitation propagation. Parameters are those of Fig. 3, and $D = 3$. The amplitude is: (a),(b) $A = 0.3$ (noise-induced propagation) and (c),(d) $A = 0.2$ (spatiotemporal doubly stochastic resonance).](image-url)
which can be observed only for a positive value of coupling enabling all elements to be close to the same position. In contrast to it, here we have shown that a propagation, which implies that different cells are simultaneously in different states, can occur in such a system without destroying the mechanism of bistability.

In conclusion, we have reported the existence of a propagation phenomenon, in which noise induces wave propagation in monostable media. The joint action of multiplicative noise and spatial coupling induces bistability, and additive noise enhances the propagation of harmonic forcing in the stochastically induced bistable medium. Because of its nontrivial propagation mechanism, this effect can be considered as a contribution to the theory of extended systems with noise. We also expect that these theoretical findings will stimulate experimental work. Especially, such kind of a propagation can be of great importance in communications, due to the fact that the energy of noise is used in a very efficient way, both to construct the potential barrier and to provide propagation enhancement in the noise-supported bistable system. We have demonstrated noise-induced propagation in monostable media in a simple realistic model, but in a general framework. Because of the generality of the model we expect that this effect can be also found in several more complicated real extended systems with noise-induced bistability. Probable experimental implementations include arrays of simple electronic circuits as a communication system [22], analog circuits [26], electronic cellular neural networks [27], and are expected to be achieved in several real spatially distributed systems, such as liquid crystals [28], photosensitive chemical reactions [29], Rayleigh-Bénard convection [30], or liquid helium [31].

A.Z. acknowledges financial support from CESCA-CEPBA through the EC IHP Program (HPRI-1999-CT-00071), and from ESA (MPA AO-99-030), J.G.O. from DGES (Spain, PB98-0935), J.K. and L.S.G. from SFB 555 (Germany), and J.K. from EC RTN 158.
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We consider an ensemble of coupled nonlinear noisy oscillators demonstrating in the thermodynamic limit an Ising-type transition. In the ordered phase and for finite ensembles stochastic flips of the mean field are observed with the rate depending on the ensemble size. When a small periodic force acts on the ensemble, the linear response of the system has a maximum at a certain system size, similar to the stochastic resonance phenomenon. We demonstrate this effect of system size resonance for different types of noisy oscillators and for different ensembles—lattices with nearest neighbors coupling and globally coupled populations. The Ising model is also shown to demonstrate the system size resonance.

Stochastic resonance has attracted much interest recently [1]. As was demonstrated in [2], a response of a noisy nonlinear system to a periodic forcing can exhibit a resonancelike dependence on the noise intensity. In other words, there exists a “resonant” noise intensity at which the response to a periodic force is maximally ordered. Stochastic resonance has been observed in numerous experiments [3]. Noteworthy, the order in a noise-driven system can have a maximum at a certain noise level even in the absence of periodic forcing, this phenomenon being called coherence resonance [4].

Being first discussed in the context of a simple bistable model, stochastic resonance has been also studied in complex systems consisting of many elementary bistable cells [5]; moreover, the resonance may be enhanced due to coupling [6]. In this paper we discuss another type of resonance in such systems, namely, the system size resonance, when the dynamics is maximally ordered at a certain number of interacting subsystems. Contrary to previous reports of array-enhanced stochastic resonance (cf. also [7]), here we fix the noise strength, coupling, and other parameters; only the size of the ensemble changes.

The basic model to be considered below is the ensemble of noise-driven bistable overdamped oscillators, governed by the Langevin equations,

$$\dot{x}_i = x_i - x_i^3 + \frac{\epsilon}{N} \sum_{j=1}^{N} (x_j - x_i) + \sqrt{2D} \xi_i(t) + f(t).$$

(1)

Here $\xi_i(t)$ is a Gaussian white noise with zero mean: $\langle \xi_i(t)\xi_j(t') \rangle = \delta_{ij}\delta(t - t')$; $\epsilon$ is the coupling constant; $N$ is the number of elements in the ensemble, and $f(t)$ is a periodic force to be specified later. In the absence of periodic force, the model (1) has been extensively studied in the thermodynamic limit $N \to \infty$. It demonstrates an Ising-type phase transition at $\epsilon = \epsilon_c$ from the disordered state with vanishing mean field $X = \frac{1}{\sqrt{N}} \sum_i x_i$ to the “ferromagnetic” state with a nonzero mean field $X = \pm X_0$ [8].

While in the thermodynamic limit the full description of the dynamics is possible, for finite system sizes we have mainly a qualitative picture: In the ordered phase the mean field $X$ switches between the values $\pm X_0$ and its average vanishes for all couplings. The rate of switchings depends on the system size and tends to zero as $N \to \infty$.

For us, the main importance is the fact that qualitatively the behavior of the mean field can be represented as the noise-induced dynamics in a potential with one minimum in the disordered phase (at $X = 0$) and two symmetric minima (at $X = \pm X_0$) in the ordered phase. Now, applying the ideas of the stochastic resonance, one can expect in the bistable case (i.e., in the ordered phase for small enough noise or for large enough coupling) a resonancelike behavior of the response to a periodic external force when the intensity of the effective noise is changed. Because this intensity is inverse proportional to $N$, we obtain the resonancelike curve of the response in dependence of the system size. The main idea behind the system size resonance is that in finite ensembles of noise-driven or chaotic systems the dynamics of the mean field can be represented as driven by the effective noise whose variance is inverse proportional to the system size [9]. This idea has been applied to the description of a transition to collective behavior in [10]. In [11] it was demonstrated that the finite-size fluctuations can cause a transition that disappears in the thermodynamic limit.

Before proceeding to a quantitative analytic description of the phenomenon, we illustrate it with direct numerical simulations of the model (1), with a forcing term $f(t) = A\cos(\Omega t)$. Figure 1 shows the linear response function, i.e., the ratio of the spectral component in the mean field at frequency $\Omega$ and the amplitude of forcing $A$, in the limit $A \to 0$. For a given frequency $\Omega$ the dependence on the system size is a bell-shaped curve, with a pronounced maximum. The dynamics of the mean field $X(t)$ is illustrated in Fig. 2, for three different system sizes. The resonant dynamics (Fig. 2b) demonstrates a typical for
in dependence on the frequency and the system size $N$.

stochastic resonance synchrony between the driving periodic force and the switchings of the field between the two stable positions.

To describe the system size resonance analytically, we use, following [8], the Gaussian approximation. In this approximation, one writes $x_i = X + \delta_i$ and assumes that $\delta_i$ are independent Gaussian random variables with zero mean and the variance $M$. Assuming furthermore that $N^{-1}\sum_i \delta_i^2 = M$ and neglecting the odd moments $N^{-1}\sum_i \delta_i$, $N^{-1}\sum_i \delta_i^3$, as well as the correlations between $\delta_i$ and $\delta_j$, we obtain from (1) the equations for $X$ and $M$:

$$\dot{X} = X - X^3 - 3MX + \sqrt{2D/N} \eta(t) + f(t),$$

$$\dot{M} = M - 3X^2M - 3M^2 - \varepsilon M + D,$$

where $\eta$ is the Gaussian white noise having the same properties as $\xi_i(t)$. In the thermodynamic limit $N \to \infty$ the noisy term $\eta$ vanishes. If the forcing term is absent ($f = 0$), the equations coincide with those derived in [8]. This system of coupled nonlinear equations exhibits a pitchfork bifurcation of the equilibrium $X = 0, M > 0$ at $\varepsilon_c = 3D$. This bifurcation is supercritical for $D > 2/3$ in accordance with the exact solution of (1) given in [8]; below we consider only this case. For $\varepsilon > \varepsilon_c$ the system is bistable with two symmetric stable fixed points,

$$X_0^2 = (2 - \varepsilon + S)/4, \quad M_0 = (2 + \varepsilon - S)/12 \quad (4)$$

[here $S = \sqrt{(2 + \varepsilon^2 - 24D)}$, and the unstable point $X = 0, M = [1 - \varepsilon + \sqrt{(1 - \varepsilon^2 + 12D)^2}] / 6$. Now, with the external noise $\eta$ and with the periodic force $f(t)$, the problem reduces to a standard problem in the theory of stochastic resonance, i.e., to the problem of the response of a noise-driven nonlinear bistable system to an external periodic force (because the noise affects only the variable $X$, it does not lead to unphysical negative values of variance $M$, since $M$ is strictly positive at $M = 0$).

To obtain an analytical formula, we perform further simplification of the system (2) and (3). Near the bifurcation point, we can use the slaving principle to obtain a standard noise-driven bistable system:

$$\dot{X} = aX - bX^3 + \sqrt{2D/N} \eta(t) + f(t),$$

where $a = 1 + 0.5(\varepsilon - 1) - 0.5\sqrt{(\varepsilon - 1)^2 + 12D}$, $b = -0.5 + 1.5(\varepsilon - 1)(\varepsilon - 1)^2 + 12D)^{-1/2}$. A better approximation valid also beyond a vicinity of the critical point can be constructed if we use $\bar{b} = aX_0^2$ instead of $b$, where the fixed point $X_0$ is given by (4). Having written the ensemble dynamics as a standard noise-driven double-well system (5) (cf. [1,12]), we can use the analytic formula for the linear response $R$ derived in [12]. It reads

$$R = \frac{NX_0^2}{2Da} \left( \frac{D_{-3/2}(-\sqrt{s})}{D_{-1/2}(-\sqrt{s})} \right)^2 \left[ 1 + \frac{\pi^2 \Omega^2}{2a^2} \exp(s) \right]^{-1},$$

(6)

where $s = aNX_0^2/(2D)$, and $D$ are the parabolic cylinder functions. We compare the theoretical linear response function with the numerically obtained one in Fig. 3. The qualitative correspondence is good; moreover, the maxima of the curves are rather good reproduced with the formula (6).

Above, we concentrated on the properties of the linear response. Numerical simulations with the finite forcing amplitude yielded the results similar to that presented in Figs. 1 and 3. However, for large amplitudes of forcing (e.g., $A > 0.1$ for $\Omega = 0.01, D = 0.5, \varepsilon = 2$) a saturation was observed: Here the response grows monotonically with $N$. This is in full agreement with the corresponding property of the stochastic resonance in double-well systems of type (5), where the saturation
yielding maximal linear response on the driving frequency \( V \). Inset: Dependence of the system size maximizing the expression (6)\].

\[ 
\text{FIG. 3. Comparison of the system size dependencies of the linear response function for frequencies } \Omega = 0.05 \text{ (circles) and } \Omega = 0.1 \text{ (squares)} \text{ with theory (6). The parameters are } D = 1 \text{ and } \varepsilon - \varepsilon_c = 2.5 \text{ (where the exact } \varepsilon_c \text{ and the approximate } \varepsilon_c = 3D \text{ are used for the ensemble and the Gaussian approximation, respectively). Inset: Dependence of the system size yielding maximal linear response on the driving frequency } \Omega \text{ [circles: simulations of the ensemble (1), line is obtained by maximizing the expression (6)].} 
\]

occurs for small noise intensities (cf. Fig. 7 in [1]), due to the disappearance of multistability for large forcing amplitudes.

It is instructive to compare the response of the noise-driven system (1) with the noise-free case \( D = 0 \). Without external force, the ensemble relaxes eventually to a steady state solution with some mean field \( X \); in this state each oscillator can be in one of the stable steady positions of the potential; correspondingly, the oscillators form one or two clusters. From the clustering it follows that the linear response does not depend on the number of elements in the ensemble. Our numerical experiments demonstrated also that the response is system size independent for large forcing amplitudes as well, where, e.g., the force-induced cluster mergings occur. Thus, the effect of system size resonance essentially relies on the presence of noise, which breaks the clustering.

Above, we have considered the system of globally coupled nonlinear oscillators (1). The same effect of system size resonance can be observed in a lattice with nearest neighbors coupling as well. In the thermodynamic limit, the Ising-type phase transition occurs in the lattice (if its dimension is larger than one). Similar to the globally coupled ensemble, in finite lattices in the ordered phase the switchings between the two stable states of the mean field are observed. With the same argumentation as above, we can conclude that the response of the mean field to a periodic forcing can have a maximum at a certain lattice size, while all other parameters (noise intensity, coupling strength, etc.) are kept constant. We illustrate this in Fig. 4.

As the next example we consider the two-dimensional nearest neighbor Ising model in the presence of a time-dependent external field. The Hamiltonian of the system reads

\[ H = -J \sum_{\langle ij \rangle} s_i s_j - A \cos(\Omega t) \sum_i s_i , \quad (7) \]

where \( J > 0 \) and \( s_i = \pm 1 \). We are interested in the dependence of the response of the mean magnetization \( m(t) = \frac{1}{N} \sum_i s_i(t) \) on the system size \( N \) (for the usual stochastic resonance in the Ising model, i.e., for the dependence of the response on the temperature, see [13]). To calculate the linear response, we used the fluctuation-dissipation theorem and obtained this quantity by virtue of the power spectrum of fluctuations of \( m(t) \). The latter was found using the Metropolis Monte Carlo method on a lattice with helical boundary conditions [14]. The results presented in Fig. 5 demonstrate the system size resonance of the linear response in the two-dimensional Ising model.

As the last example of the system size resonance, we consider a lattice where each individual element does not exhibit bistable noisy dynamics, but such a behavior appears due to interaction and multiplicative noise. This model is described by the set of Langevin equations [15,16]:

\[ \dot{x}_i = -x_i(1 + x_i^2) + \frac{\varepsilon}{K} \sum_j (x_j - x_i) + \sqrt{2D} \xi_i(t)(1 + x_i^2) + f(t) . \quad (8) \]

As has been demonstrated in [15], in some region of couplings the \( \varepsilon \) system (8) exhibits the Ising-type transition.
If an additional noise is added to (8), then one observes transitions between these states and the so-called double stochastic resonance in the presence of the periodic forcing [17]. As is evident from the considerations above, such transitions occur even in the absence of the additive noise if the system is finite. Thus, the system size resonance should be observed in the lattice (8) as well. We confirm this in Fig. 4.

Another possible field of application of the system size resonance is the neuronal dynamics (see, e.g., [18]). Individual neurons have been demonstrated to exhibit stochastic resonance [3,19]. While in experiments one can easily adjust noise to achieve the maximal sensitivity to an external signal, it may not be obvious how this adjustment takes place in nature. The above consideration shows that changing the number of elements in a small ensemble of coupled bistable elements to the optimum can significantly improve the sensitivity (cf. [5]). Moreover, changing its connectivity and/or coupling strength, a neuronal system can tune itself to signals with different frequencies.

In conclusion, we have shown that, in populations of coupled noise-driven elements, exhibiting in the thermodynamic limit the Ising-type transition, in the ordered phase (i.e., for relatively small noise and large coupling) the response to a periodic force achieves maximum at a certain size of the system. We demonstrated this effect for the Ising model, as well as for lattices and globally coupled ensembles of noisy oscillators. We expect the system size resonance to occur also in purely deterministic systems demonstrating the Ising-type transition, e.g., in the Miller-Huse coupled map lattice [20]. The system size resonance is described theoretically by reducing the dynamics of the mean field to a low-dimensional bistable model with an effective noise that is inverse proportional to the system size. The stochastic resonance in the mean field dynamics then manifests itself as the system size resonance.
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We have recently reported the phenomenon of doubly stochastic resonance [Phys. Rev. Lett. 85, 227 (2000)], a synthesis of noise-induced transition and stochastic resonance. The essential feature of this phenomenon is that multiplicative noise induces a bimodality and additive noise causes stochastic resonance behavior in the induced structure. In the present paper we outline possible applications of this effect and design a simple lattice of electronic circuits for the experimental realization of doubly stochastic resonance.
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Investigations of phenomena such as noise-induced phase transitions [1–5], stochastic transport in ratchets [6], or noise-induced pattern formation [7] have shown that the energy of noise, which was usually considered as a nuisance in any communication, can be potentially useful to induce order in nonlinear nonequilibrium systems. One of the most important examples is stochastic resonance (SR) [8,9], which has been found in different engineering [10] and natural systems [11]. In the conventional situation this effect consists of the following: additive noise can optimize the signal processing in a bistable system, i.e., it increases the signal-to-noise ratio in the output if a periodic signal acts upon a system. In addition to this conventional situation, SR has been also found in monostable systems [12], systems with excitable dynamics [13], noisy nondynamical systems [14], systems without an external force [15] (note also coherence resonance [16]), systems without any kind of threshold [17], and systems with transient noise-induced structure [18].

However, the energy of noise can be used much more efficiently: The main point is to use noise not only for a synchronization of output hops across a potential barrier with an external signal, but also for the construction of this barrier. This happens in the effect of doubly stochastic resonance (DSR) [19]. In DSR the influence of noise is twofold: additive noise induces resonancelike behavior in the structure, which has been, in turn, induced by multiplicative noise. DSR occurs in a spatially distributed system of coupled overdamped oscillators and can be considered as a synthesis of two basic phenomena: SR and a noise-induced phase transition [20].

An important question is, How can we observe DSR in experimental systems? We have mentioned in Ref. [19] several appropriate real systems: analog circuits [21], liquid crystals [22], photosensitive chemical reactions [23], Rayleigh-Bénard convection [24], or liquid helium [25]. In the present Rapid Communication we design an electronic circuit for the observation of DSR. The most direct way is the realization through analog circuits, but there are complications due to the complex construction of every unit; hence, it is worth looking for a simpler electronic circuit model that exhibits the DSR property. With this aim we consider an electrical circuit which consists of N coupled elements \((i,j)\). A circuit of one element is shown in Fig. 1. Three ingredients in this circuit are important: the input current, a time-varying resistor (TVR), and a nonlinear resistor. Every element is coupled with its neighbors by the resistor \(R_c\) (i.e., by diffusive coupling). The capacitor is shown by \(C\). The nonlinear resistor \(R_N\) can be realized with a set of ordinary diodes [26,27], whose characteristic function is a piecewise-linear function

\[
i_N = f_1(V) = \begin{cases} 
G_b V + (G_a - G_p)B_p & \text{if } V \leq -B_p \\
G_a V & \text{if } |V| < B_p \\
G_b V - (G_a - G_p)B_p & \text{if } V \geq B_p,
\end{cases}
\]

where \(i_N\) is the current through the nonlinear resistor \((R_N)\), \(V\) is the voltage across the capacitor \((C)\), and parameters \(G_a\), \(G_b\), and \(B_p\) determine the slopes and the breakpoint of the piecewise-linear characteristic curve. Another way to realize the nonlinear resistor is via a third-order polynomial function,

\[
i_N = f_2(V) = g_1 V + g_2 V^3.
\]

The next important ingredient is a time-varying resistor (TVR) [28,27]. The conductance \(G(t)\) of TVRs varies with time. Presently, we consider the case that the function which represents the variation of the TVR is Gaussian \(\delta\)-correlated in space and time noise, i.e., \(G(t) = \xi(t)\), where

\[
\langle \xi(t) \xi(t') \rangle = \sigma^2_m \delta_{ij} \delta(t-t').
\]

An external action on the circuit is performed by the current input \(I(t)\), which is a periodic signal (with amplitude \(A\), frequency \(\omega\), and initial phase \(\varphi\)), additively influenced by independent Gaussian noise \(\zeta(t)\).

FIG. 1. Electronic circuit of the element \((i,j)\).
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where
\[ \langle \xi_i(t)\xi_j(t') \rangle = \sigma_n^2 \delta_{i,j} \delta(t-t'). \]

The electronic circuit with respect to the element \((i,j)\) can be described by a set of Kirchoff’s equations,
\[
C \frac{dV_{i,j}}{dt} = I(t) - G(t)V_{i,j} - f_{1,2}(V_{i,j}) + \frac{1}{R_c}(V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j}).
\]

(2)

Hence, the following set of Langevin equations describes the considered system,
\[
dV_{i,j}/dt = -f_{1,2}(V_{i,j}) + V_{i,j}\xi_{i,j}(t) + \frac{D}{4}(V_{i+1,j} + V_{i-1,j} + V_{i,j+1} + V_{i,j-1} - 4V_{i,j}) + \xi_{i,j}(t) + A \cos(\omega t + \phi),
\]

where \(C\) is set to unity by normalization of time and \(D\) denotes a strength of coupling equal to \(4/C R_c\). In the case when \(f_2\) represents the TVR, the model is the time-dependent Ginzburg-Landau equation, which is a standard model to describe phase transitions and critical phenomena in both equilibrium and nonequilibrium situations \([3]\). It is important that we consider only the situation when the potential of one element is monostable \((g_a = 0.5, g_b = 10, b_p = 1\) for \(f_1\); \(g_1 > 0\) and \(g_2 = 1\) for \(f_2\)), avoiding the possibility to observe SR without multiplicative noise. (The effect of SR in the system, which consists of bistable elements, is well-known and beyond the scope of this paper).

We are interested in the behavior of the mean field \(m(t) = \langle \sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j}(t) \rangle\) and consider it as an output and the periodic signal as an input of the whole system. SR behavior can be expected if the system is bistable for the chosen set of parameters. Regions of bistability can be determined by means of a standard mean-field theory (MFT) procedure \([3]\). The mean-field approximation consists of replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to Eq. (3). In this way, we obtain the following steady-state probability distribution \(w_m\):
\[
w_m(x,m) = \frac{C(m)}{\sqrt{\sigma_m^2 g^2(x) + \sigma_n^2}} \times \exp \left( 2 \int_0^m \frac{f_{1,2}(y) - D(y - m)}{\sigma_m^2 g^2(y) + \sigma_n^2} dy \right),
\]

where \(C(m)\) is a normalization constant and \(m\) is a mean field, defined by the equation
\[
m = \int_{-\infty}^{\infty} x w_m(x,m) dx.
\]

(5)

A self-consistent solution of Eq. (5) determines the mean field and the transition lines between ordered bistable \((m = 0)\) and disordered monostable \((m = 0)\) phases. Transition boundaries for functions \(f_1\) and \(f_2\) are shown in Fig. 2. Note that bistability is impossible without multiplicative noise and without coupling between elements. Since the SR effect, described below, appears due to the variation of additive noise, it is also important that a change of the additive noise intensity shifts transition boundaries.

 ![FIG. 2. Transition lines for the equation with function \(f_1\): \(\sigma_n^2 = 0.3\) (label 1), 0.5 (label 2), and 1 (label 3). Also the case with \(f_2\) (the potential of every element is monostable: \(g_1 > 0, g_2 = 1\)); \(g_1 = 1, \sigma_n^2 = 0.8\) (label 4), 0.9 (label 5), and 1 (label 6).]

A self-consistent solution of Eq. (5) determines the mean field and the transition lines between ordered bistable \((m = 0)\) and disordered monostable \((m = 0)\) phases. Transition boundaries for functions \(f_1\) and \(f_2\) are shown in Fig. 2. Note that bistability is impossible without multiplicative noise and without coupling between elements. Since the SR effect, described below, appears due to the variation of additive noise, it is also important that a change of the additive noise intensity shifts transition boundaries.

Next we estimate the signal-to-ratio (SNR) analytically. Following the short-time evolution approximation, first introduced in \([29]\) and further developed in \([30,31]\), the dynamics of the mean field is governed by an ‘‘effective’’ potential \(U_{\text{eff}}(x)\), which has the form
\[
U_{\text{eff}}(V) = U_0(V) + U_{\text{noise}} = \int f(V) dx - \frac{\sigma_n^2 V^2}{4}.
\]

(6)

where \(U_0(V)\) is a monostable potential and \(U_{\text{noise}}\) represents the influence of the multiplicative noise. Note that this approach is valid only if a suppression of fluctuations, performed by the coupling, is sufficient. It means that the coupling strength should tend to infinity, or actually be large enough. DSR is expected for the regions where this effective potential has a bistable form. To obtain an analytical estimation of SNR for one element we use a standard linear response theory \([9,31]\), yielding
\[
\text{SNR}_1 = \frac{4 \pi A^2}{\sigma_\xi^4} r_k,
\]

(7)

where \(r_k\) is the corresponding Kramers rate \([32]\)
\[
r_k = \sqrt{\left( |U_{\text{eff}}''(V)|_{V=V_{\text{min}}} |U_{\text{eff}}''(V)|_{V=V_{\text{max}}} \right)} \exp \left( -\frac{2 \Delta U_{\text{eff}}}{\sigma_\xi^2} \right).
\]

(8)

Further, we rescale this value by the number \(N\) of elements in the circuit \([33]\) and take into account the processing
gain $G$ and the bandwidth $\Delta$ in the power spectral density [31]. The $SNR_N$ of the mean field of the whole system of $N$ elements is then

$$SNR_N = SNR_1 \frac{NG}{\Delta} + 1.$$  \hspace{1cm} (9)

For the parameters, used below for numerical simulations ($\sigma_m^2 = 3, A = 0.1, N = 324, G = 0.7$, and $\Delta = 0.012$), we obtain the analytic estimation of the SNR, shown in Fig. 3(a) by the solid line. Except for the application for electronic circuits, this calculation also shows that DSR can be observed not only in the specific model described in Ref. [19].

In order to verify the results obtained by our rough analytical approximation, we have performed simulations of model (3) using numerical methods described in Ref. [34]. We have taken a set of parameters within the region of two coexisting ordered states with nonzero mean field. As a total system, we take a two-dimensional lattice of $18 \times 18$ elements, which was simulated numerically with a time step $\Delta t = 2.5 \times 10^{-4}$. The amplitude of the external signal was set to 0.1, i.e., sufficiently small to avoid hops between two states in the absence of additive noise. To describe the SR effect quantitatively, we have calculated the SNR by extracting the relevant phase-averaged power spectral density $S(\omega)$ and taking the ratio between its signal part with respect to the noise background [9]. The dependence of the SNR on the intensity of the additive noise is shown in Fig. 3(a) for the mean field (closed circles) and the mean field in a two-state approximation (open circles). In this two-state approximation, we have replaced the value of the mean field by its sign before calculating the power spectral density, using the method of symbolic dynamics [35], standardly used to investigate SR [9]. Both curves demonstrate well-known bell-shaped dependence that is typical for SR. In contrast to two-state approximation, for the mean field, SNR tends to infinity for small values of multiplicative noise intensity (see closed circles for $\sigma_m^2 < 0.1$). It can be explained by intrawall dynamics in the same way as in the conventional SR [9]. Numerical simulations agree very well with our theoretical estimation despite the very rough approximation via “effective” potential (we will study the question, what is the parameters regions of its validity, in a future publication).

Note that this SR effect is created by multiplicative noise, since a bimodality is induced by the combined actions of the multiplicative noise and the coupling. If we decrease only the intensity of multiplicative noise, other parameters fixed, the SR effect is not observed, as is shown in Fig. 3(b). The reason is that in this case our system is not bistable (see Fig. 2). For $f_2$ the behavior is similar: DSR is observed for $g_3 = 1, D = 5, \sigma_m^2 = 5$, but not for $\sigma_m^2 = 3, D = 5$. For the experimental setup a minimal number of elements, which is necessary for DSR observation, can be important. Reduction of the element number in this system leads to the fact that a system can spontaneously (even in the absence of forcing) perform a hop between two states. These jumps hide the DSR effect, since they destroy a coherence between input and output. For the system size $18 \times 18$, considered here, such jumps are rather seldom [36] and do not hinder DSR. Our calculations have shown that a size $10 \times 10$ is still satisfactory, whereas further decrease of the element number will destroy the effect.

In conclusion, we have proposed a rather simple electronic circuit implementation of the DSR effect in order to encourage observers to perform this or a similar experiment. It is important to add that in spite of the fact that the DSR can be interpreted as some modification of SR, there are several important distinctions between DSR and conventional SR. First, a potential barrier is supported by multiplicative noise; it means that DSR is very efficient from the energetic viewpoint. Another consequence is that this SR effect can be controlled by a variation of multiplicative noise intensity. Second, in contrast to SR, the amplitude of hops is changed if we change the intensity of additive noise (similar to Fig. 3 from [19]). This is explained by the fact that an increase of additive noise influences the transition lines (see Fig. 2) and decreases the mean field, which corresponds to a stable position in the absence of the external force.

A.Z. acknowledges financial support from MPG (Germany) and from ESA (MPA AO-99-030), and J.K. support from SFB 555 (Germany).
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We report the effect of doubly stochastic resonance which appears in nonlinear extended systems if the influence of noise is twofold: A multiplicative noise induces bimodality of the mean field of the coupled network and an independent additive noise governs the dynamic behavior in response to small periodic driving. For optimally selected values of the additive noise intensity stochastic resonance is observed, which is manifested by a maximal coherence between the dynamics of the mean field and the periodic input. Numerical simulations of the signal-to-noise ratio and theoretical results from an effective two state model are in good quantitative agreement.
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The subject of this Letter is at the borderline of two basic phenomena nowadays attracting significant interest of a broad readership. Both phenomena are marked out by the surprising ability of noise to create more order in the behavior of nonlinear systems when the intensity of the noise is increased. The first class of phenomena is noise-induced phase transitions, intensively investigated since the 1980s. Within the investigated models the appearance of new maxima in the system probability distribution, which has no counterpart in the deterministic description, has been observed [1]. The excitation of noise-induced oscillations [2,3] and the creation of a mean field in spatially extended systems [4–6] are further examples; various applications are discussed widely and a description of many other noise-induced behaviors, even of inhomogeneous structures, can be found in [1,4,6], and references therein.

The second basic phenomenon is stochastic resonance (SR) [7,8], which has been found in many natural systems [9]. The conventional situation is the Brownian motion in a bistable potential modulated by an external periodic force. For an optimally selected strength of noise, the Brownian particle hops coherently to the periodic input between the two wells. In addition to this situation, SR has been also found and investigated in a large variety of different classes of systems: monostable systems [10], systems with excitable dynamics [11], noisy non-

dynamical systems [12], systems without an external force [13], and systems without any kind of threshold [14].

However, SR has not been considered in systems with a noise-induced structure [15]. Therefore, we present in this Letter a new type of SR in a system with a noise-induced nonequilibrium phase transition resulting in a bistable behavior of the mean field. We call this effect doubly stochastic resonance (DSR) to emphasize that additive noise causes a resonancelike behavior in the structure, which in its own turn is induced by multiplicative noise.

This DSR is demonstrated on a nonlinear lattice of coupled overdamped oscillators first introduced in [5] and further studied in [6,16]. The following set of Langevin equations describes the considered system:

\[ \dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_j (x_j - x_i) + \zeta_i(t) + A \cos(\omega t + \varphi), \]

where \( x_i(t) \) represents the state of the \( i \)th oscillator, \( i = 1, \ldots, L^d \), in the cubic lattice of the size \( L \) in \( d \) dimensions and with \( N = L^d \) elements. The sum runs over \( 2d \) nearest neighbors of the \( i \)th cell, and the strength of the coupling is measured by \( D \). The noisy terms \( \xi_i(t) \) and \( \zeta_i(t) \) represent mutually uncorrelated Gaussian noise, with zero mean and uncorrelated both in space and time.
oscillators, which is simulated numerically \cite{17} with a time
initial phases.

For the sake of simplicity, the functions $f(x)$ and $g(x)$
taken to be of the form \cite{5}:

\begin{equation}
    f(x) = -x(1 + x^2)^2,
    g(x) = 1 + x^2.
\end{equation}

In the absence of external force ($A = 0$) this model can
be solved analytically by means of a standard mean-field
theory (MFT) procedure \cite{4}. The mean-field approxima-
tion consists in replacing the nearest-neighbor interaction
by a global term in the Fokker-Planck equation correspond-
ing to (1). In this way, one obtains the following steady-
state probability distribution $w_{st}$:

\begin{equation}
    w_{st}(x, m) = \frac{C(m)}{\sqrt{\sigma_x^2 g^2(x) + \sigma_x^2}}
    \times \exp \left( 2 \int_0^x \frac{f(y) - D(y - m)}{\sigma_x^2 g^2(y) + \sigma_x^2} dy \right),
\end{equation}

where $C(m)$ is a normalization constant and $m$ is a mean
field, defined by the equation

\begin{equation}
    m = \int_{-\infty}^{\infty} x w_{st}(x, m) dx.
\end{equation}

Solving Eq. (6) self-consistently with respect to the vari-
iable $m$ one determines transitions between ordered ($m \neq 0$)
and disordered ($m = 0$) phases. Transition boundaries
between different phases are shown in Fig. 1 and the cor-
responding dependence of the order parameter on $\sigma_x^2$ is
presented in Fig. 2. In addition to \cite{5}, we show influence
of additive noise resulted in the shift of transition lines.
For $\sigma_x^2 = 0$ an increase of the multiplicative noise causes
a disorder-order phase transition, which is followed by the
reentrant transition to disorder \cite{5}. In the ordered phase
the system occupies one of two symmetric possible states
with the mean fields $m_1 = -m_2 \neq 0$, depending on initial
conditions.

Now let us turn to the problem of how system (1)
responds to periodic forcing. We have taken a set of para-
eters ($\sigma_x^2, D$) within the region of two coexisting or-
dered states with nonzero mean field. In particular, we
choose values given by the dot in Fig. 1. As for the net-
work, we take a two-dimensional lattice of $L^2 = 18 \times 18$
oscillators, which is simulated numerically \cite{17} with a time
step $\Delta t = 2.5 \times 10^{-4}$ under the action of the harmonic
external force. The amplitude of the force $A$ has to be set
sufficiently small to avoid hops in the absence of additive
noise during the simulation time of a single run which is
much larger than the period of the harmonic force \cite{18}.
Jumps between $m_1 \leftrightarrow m_2$ occur only if additive noise
is additionally switched on. Runs are averaged over different
initial phases.

Time series of the mean field and the corresponding pe-
riodic input signal are plotted in Fig. 3 for three differ-
ent values of $\sigma_x^2$. The current mean field is calculated as

\begin{equation}
    m(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t).
\end{equation}

For a small intensity of the additive noise, hops between the two symmetric states $m_1$ and
$m_2$ are rather seldom and not synchronized to the exter-
nal force. If we increase the intensity $\sigma_x^2$, we achieve
a situation when hops occur with the same periodicity as the
external force and, hence, the mean field follows with high
probability the input force. An increase of additive noise
provides an optimization of the output of the system which
is stochastic resonance. If $\sigma_x^2$ is increased further, the order
is again destroyed, and hops occur much more frequently
than the period of the external force.

Figure 3 illustrates that additive noise is able to optimize
the signal processing in the system (1). In order to char-
acterize this SR effect we have calculated signal-to-noise
ratio (SNR) by extracting the relevant phase-averaged
power spectral density $S(\omega)$ and taking the ratio between
its signal part with respect to the noise background \cite{8}.
The dependence of SNR on the intensity of the additive
noise is shown in the Fig. 4 for the mean field (filled
points) and the mean field in a two-state approximation
(opaque point). In this two-state approximation we have
replaced $m(t)$ by its sign and put approximately
$m(t) = +1$ or $m(t) = -1$, respectively. Both curves
exhibit the well-known bell shaped dependence on $\sigma_x^2$
typically for SR. Since the bimodality of the mean
field is a noise-induced effect we call that whole effect
doubly stochastic resonance. For the given parameters
and $A = 0.1, \omega = 0.1$ the maximum of the SNRs is
approximately located near $\sigma_x^2 \sim 1.8$.

Next we intend to give analytic estimates of the SNR. If
$A, D$, and $\sigma_x^2$ vanish, the time evolution of the first moment
of a single element is given simply by the drift part in the
corresponding Fokker-Planck equation (Stratonovich case)

\begin{equation}
    \langle \dot{x} \rangle = \langle f(x) \rangle + \frac{\sigma_x^2}{2} \langle g(x) g'(x) \rangle.
\end{equation}

As it was argued in \cite{6}, the mechanism of the noise-
induced transition in coupled systems can be explained
by means of a short time evolution approximation \cite{19}.
It means that we start with an initial Dirac
function, follow it only for a short time, such that fluctuations are
small and the probability density is well approximated by
a Gaussian. A suppression of fluctuations, performed by
coupling, makes this approximation appropriate in our case
\cite{20}. The equation for the maximum of the probability,
which is also the average value in this approximation $\bar{x} =
\langle x \rangle$, takes the following form

\begin{equation}
    \dot{\bar{x}} = f(\bar{x}) + \frac{\sigma_x^2}{2} \langle g(\bar{x}) g'(\bar{x}) \rangle,
\end{equation}

which is valid if $\langle \delta x^2 \rangle \gg \langle \delta x^2 \rangle^2 \langle \dot{x} \rangle$.
For this dynamics an “effective” potential $U_{eff}(\bar{x})$ can be derived, which
has the form
\[ U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = -\int f(x) dx - \frac{\sigma_\xi^2 g^2(x)}{4}, \]

where \( U_0(x) \) is a monostable potential and \( U_{\text{noise}} \) represents the influence of the multiplicative noise. In the ordered region, inside the transition lines (Fig. 1), the potential \( U_{\text{eff}}(x) \) is of the double-well form, e.g., \( U(x)_{\text{eff}} = -x^2 - 0.25x^4 + x^6/6 \), for given \( f(x), g(x) \), and \( \sigma_\xi^2 = 3 \).

Now we consider a conventional SR problem in this potential with an external periodic force of the amplitude \( A \) and the frequency \( \omega \). If we neglect intrawell dynamics and follow linear response theory the SNR is well known \[ \text{SNR}_1 = \frac{4\pi A^2}{\sigma_\xi^4} r_k, \]

where \( r_k \) is the corresponding Kramers rate [22]

\[ r_k = \frac{\sqrt{(U''_{\text{eff}}(x)|_{x=x_{\min}})^2 + (U''_{\text{eff}}(x)|_{x=x_{\max}})^2}}{2\pi} \exp\left(-\frac{2\Delta U_{\text{eff}}}{\sigma_\xi^2}\right) \]

for surmounting the potential barrier \( \Delta U_{\text{eff}} \). Using Eqs. (9)–(11), we get an analytical estimate for a single element inside the lattice. Further on, rescaling this value by the number \( N \) of oscillators in the lattice [23] and taking into account the processing gain \( G \) and the bandwidth \( \Delta \) in the power spectral density [21], the SNR of the mean field of the network of \( N \) elements can be obtained

\[ \text{SNR}_N = \text{SNR}_1 \frac{NG}{\Delta} + 1. \]

This dependence is shown in Fig. 4 by the solid line and demonstrates, despite the rough approximation, a good agreement with the results of the numerical simulations. Nearly exact agreement is found in the location of the maximum as well as for the quantitative values of the SNR (“scalloping loss” [21] has been avoided in simulations by setting the frequency \( \omega \) to be centered on one of the bins in the spectrum). A more satisfying theory of DSR is left as an open question in this Letter.

In conclusion, we have reported the existence of doubly stochastic resonance, which results from the twofold influence of noise on a nonlinear system. DSR is a combined effect which consists of a noise-induced phase transition and conventional SR.

Some remarks should be added. First, we have considered a system which undergoes a pure noise-induced transition, in the sense that a transition is impossible in the absence of noise. This is an important distinction of the DSR effect from SR in any variation of the mean-field model [24]. Second, in the considered system the so-called “stochastic” potential [1] for a single oscillator in the lattice [which differs from (9)] always remains monostable.

Third, there are clear distinctions between SR and DSR behavior, because, in contrast to SR, in DSR additive noise does not only help an input/output synchronization, but also changes the properties of the system in the absence of the external force (see Figs. 1 and 2). As a consequence, in DSR amplitude of hops is decreased (bistability disappears) for large noise intensities \( \sigma_\xi^2 \) (compare Fig. 3 and Fig. 4 from [8]). Finally, not every system with noise-induced bistability demonstrates DSR, e.g., we did not find DSR in zero-dimensional systems, which are described in [1].

We expect that these theoretical findings will stimulate experimental works to verify DSR in real physical systems.
The remaining parameters are $A$ (middle row), hops occur with the period of the external force. The intensity of the additive noise is close to their optimal value.

FIG. 3. Example of input/output synchronization. The time evolution of the current mean field (output) and the periodic external force $F(t)$ (input) for different intensities of additive noise (from top to bottom) $\sigma^2_z = 0.01$, $1.05$, and $5.0$. If the intensity of the additive noise is close to their optimal value (middle row), hops occur with the period of the external force. The remaining parameters are $A = 0.1$, $\omega = 0.1$, $D = 20$, and $\sigma^2_z = 3$.

systems (for experiments on noise-induced bistability, see [25]). Appropriate situations can be found in electronic circuits [26], as well as in system, which demonstrate a noise-induced shift of the phase transition, e.g., in liquid crystals [27], photosensitive chemical reactions [28], or Rayleigh-Bénard convection [29]. It can be crucial for such experiments that, in contrast to conventional SR, in DSR the energy of noise is used in a more efficient way: not only for the optimization of the signal processing, but also for the support of the potential barrier to provide this optimization.

It is a pleasure to thank B. Lindner for useful discussions. A.Z. acknowledges support from MPG and J.K. and L.S.G. from DFG-Sfb 555.

FIG. 4. The dependence of SNR on the additive noise intensity for the output (filled points) and its two-states approximation (opaque points). The solid line corresponds to the analytical estimation $\text{SNR}_N$ (12), performed on the base of derivation of the “effective” potential and linear response theory. The parameters are the same as for Fig. 3 and the processing gain $G = 0.7$. 
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We study different nonlinear systems which possess noise-induced nonequilibrium transitions and shed light on the role of additive noise in these effects. We find that the influence of additive noise can be very nontrivial: it can induce first- and second-order phase transitions, can change properties of on–off intermittency, or stabilize oscillations. For the Swift–Hohenberg coupling, that is a paradigm in the study of pattern formation, we show that additive noise can cause the formation of ordered spatial patterns in distributed systems. We show also the effect of doubly stochastic resonance, which differs from stochastic resonance, because the influence of noise is twofold: multiplicative noise and coupling induce a bistability of a system, and additive noise changes a response of this noise-induced structure to the periodic driving. Despite the close similarity, we point out several important distinctions between conventional stochastic resonance and doubly stochastic resonance. Finally, we discuss open questions and possible experimental implementations. © 2001 American Institute of Physics. [DOI: 10.1063/1.1380369]

In the majority of investigations, devoted to the study of noise-induced processes, a supplement of additive noise leads only to smoothing of transition diagrams. Contrary to this situation, in this contribution we show that additive noise can play a much more crucial role. In oscillatory systems, additive noise is able to excite oscillations, to influence on–off intermittency, and to stabilize stochastic oscillations. In spatially extended systems, which consist of coupled overdamped oscillators, additive noise can induce first- and second-order phase transitions, which in particular cases manifest themselves in the appearance of spatially ordered patterns. Another interesting behavior occurs if a system works as a signal processor. Then additive noise is able to optimize the response of a system to an external periodic signal, if this system possesses a property of multiplicative noise induced bistability.

I. INTRODUCTION

Intensive investigations in nonlinear physics in the last two decades have shown that there are many nonequilibrium systems which demonstrate phenomena manifesting noise-induced ordering. Among these phenomena we emphasize several basic ones, such as stochastic resonance (SR)1,2 (for SR in natural systems see Ref. 3), noise-induced transitions (NIT),4–6 noise-induced transport in ratchets,7 or coherence resonance.8 This classification does not pretend to be complete, because there are various modifications and extensions of these basic phenomena (e.g., resonance activation9 or noise-induced pattern formation10). On the other hand, there are phenomena which possess properties of different groups from this classification. Two interesting examples may illustrate this point: a synthesis of a ratchet mechanism and noise-induced phase transition,11 and a synthesis of stochastic resonance and noise-induced transition.12

In the present review we focus on one of these basic phenomena, namely noise-induced transitions (NIT). In its turn, NIT can be classified into three main groups: (i) NIT which lead to the appearance of additional maxima in the system’s probability distribution,4 (ii) NIT which lead to the excitation of oscillations,13,14 and (iii) NIT in extended systems which lead to breaking of symmetry and the creation of a mean field.3,15–17 In the majority of the papers on these topics only multiplicative noise is perceived to be responsible for the transitions. However, it was recently shown,6,18,20–22 that under certain conditions additive noise can also be very important and nontrivial in NIT. The aim of the present paper is to discuss several aspects and recent results of this investigation and also to point out open questions and unsolved problems connected with the influence of additive noise on transitions in nonlinear systems.

First we analyze oscillatory systems under the action of noise. In Sec. II we start by considering a transition induced by multiplicative noise in a pendulum with randomly vibrated suspension axis. We investigate the role of additive noise in this effect and show that additive noise influences a transition as well as on–off intermittency, observed in the excited oscillations. In contrast to this situation in which additive noise only smoothes the transition, in the next investigated oscillatory model, a standard epidemiological model with random excitation, the transition can be induced both by multiplicative and additive noise (Sec. III). Moreover, additive noise is able to stabilize stochastic oscillations, which are unstable if only multiplicative noise is present. Another class of models under consideration are spatially extended systems, which consist of coupled overdamped oscillators. We show that in such systems second- and first-order transitions induced by additive noise are possible (Sec. IV). If a nonlinear distributed system is under the action of additional external force, then doubly stochastic resonance (DSR) can be observed (Sec. V). In DSR the influence of noise is twofold: multiplicative noise induces a bistability of a mean field, and additive noise helps the system to respond coher-
ently to an external signal. Finally, we summarize the results and discuss open questions of the problem under consideration in order to show that there are a lot of unsolved problems in this particular field, which is rapidly developing and attracting constantly growing attention in the modern nonlinear physics.

II. TRANSITIONS IN THE PRESENCE OF ADDITIVE NOISE: ON–OFF INTERRITENCY

A pendulum with randomly vibrated suspension axis is a typical example of an oscillatory system, in which parametric action of noise can lead to the excitation of oscillations via a second-order phase transition.\textsuperscript{6,13,18} In this case the intensity of multiplicative noise plays the role of temperature and the average amplitude is the order parameter. Here we discuss the question “what happens if additionally additive noise is performed strictly in the vertical direction!”\textsuperscript{5} We consider a pendulum whose suspension axis is vibrating in the direction making the angle $\gamma$ with respect to the vertical. As shown in Ref. 6, for moderately small vibrations of a suspension axis, the equation of motion can be written as follows:

$$\ddot{\varphi} + 2\beta(1 + \varphi^2)\varphi + \omega_0^2(1 + \xi(t))\varphi = \omega_0^2\xi_2(t), \quad (1)$$

where $\varphi$ is the pendulum angular deviation from the equilibrium position, $\omega_0^2$ is the natural frequency of small free pendulum oscillations, $\beta$ is a damping factor with the nonlinear coefficient $\alpha$, $\xi(t) = \xi(t)\cos\gamma$ is the multiplicative component of the suspension vibration, and $\xi_2(t) = -\xi(t)\sin\gamma$ is its additive component, $\xi(t)$ is a comparatively wide-band random process (or white noise), responsible for the shift of the suspension axis in the direction of vibration.

In the absence of additive noise ($\xi_2 = 0$, $\gamma = 0$, i.e., a vibration is performed strictly in the vertical direction), the system can be analyzed analytically. Looking for the solution in the form $\varphi(t) = A(t)\cos(\omega_0t + \varphi)$ and using the Krylov–Bogolyubov method for stochastic equations,\textsuperscript{22} we obtain the following truncated equations for the amplitude $A$ and the phase $\varphi$ of the pendulum’s oscillations:

$$\begin{align*}
\dot{u} &= \frac{1}{\omega_0^2}\omega_0^2\kappa(2\omega_0) - \beta\left(1 + \frac{3}{4}\beta\omega_0^2\exp^{2u}\right) + \frac{\omega_0^2}{2}\xi_1(t), \\
\dot{\varphi} &= \omega_0\xi_2(t),
\end{align*}$$

where $u = \ln A$, $\xi_1(t)$, and $\xi_2(t)$ are white noise with intensities

$$K_1 = \frac{1}{2}\kappa(2\omega_0), \quad K_2 = \frac{1}{2}(\kappa(0) + \frac{1}{2}\kappa(2\omega_0)).$$

Here $\kappa(\omega) = \int_{-\infty}^{\infty}\xi(t)\xi(t + \tau)\cos(\omega\tau)\,d\tau$ is the power spectrum density of the process $\xi(t)$ at the frequency $\omega$, and the angular brackets signify averaging over statistical ensemble. It is important that in the equation for the amplitude $u = \ln A$, we have a constant term $\omega_0^2\kappa(2\omega_0)/8$, which appeared due to the parametric action of noise. Namely, this fact is responsible for the excitation of noise-induced oscillations.

Solving the Fokker–Planck equation associated with Eq. (1), a probability density for the amplitude $w(A)$ and amplitude squared $w(A^2) = (1/2A)w(A)$ can be found.\textsuperscript{13} Using the function $w(A^2)$ we obtain

$$\langle A^2 \rangle = \begin{cases} 
\frac{4\eta}{3\alpha \omega_0^2} & \text{for } \eta > 0, \\
0 & \text{for } \eta \leq 0,
\end{cases}$$

where

$$\eta = \frac{\omega_0^2}{8\beta}\left(\kappa(2\omega_0) - \frac{8\beta}{\omega_0^2}\right),$$

is proportional to the difference between the noise intensity at the frequency $2\omega_0$ and the critical noise intensity.

It is clear from this that for $\eta > 0$ the parametric excitation of the pendulum’s oscillations occurs under the effect of noise via a noise-induced transition. This manifests itself in the fact that the mean value of the amplitude squared becomes different from zero. The corresponding dependence of the order parameter $\langle A^2 \rangle$ on the parameter $\eta$ is plotted in Fig. 1(a). Numerical simulation of the original Eq. (1) shows that if the noise intensity is slightly over a threshold, then on–off intermittency can be observed in the form of oscillations.\textsuperscript{24} This means that for the same external action the system is sometimes in the state “on” (the amplitude is large), which is intermittent with the state “off” (the amplitude is rather small).

Now let us discuss which changes happen in the presence of additive noise. The analytical consideration for this case can be found in Ref. 22; here we present the results of numerical simulations. The results are shown in Fig. 1(a). The presence of additive noise leads to the fact that the probability distribution below the threshold is no longer a $\delta$-function, and the transition is now smoothed and not so well-defined, as in the case without additive noise. It is interesting to note that in both cases, with or without additive noise, no additional extrema in the system probability distribution $w(A^2)$ are observed in the course of the transition.

The additive noise also influences the effect of on-off intermittency [see Fig. 1(b)]. For supercritical values of the multiplicative noise intensity on-off intermittency is now hidden and not observable in the form of oscillations, but can be detected for subcritical values, below a threshold. Hence in the presence of additive noise on–off intermittency, a sign of noise-induced transition, can be observed even before this transition occurs with respect to the increase of the control parameter.

It is necessary to note that in the same system chaotic oscillations can be observed, if the external parametric action is periodic. A comparison with this case is discussed in Ref. 13. Chaotic pendulum’s oscillations are very similar in its form to noise-induced oscillations. However, a calculation of the probability distribution of the average amplitude squared allows to distinguish between both cases of the external action by means of the Rytov–Dimentberg criterion.\textsuperscript{13}
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$$S = e(1 - S) - bSI, \quad E = bSI - (e + l)E,$$

$$l = lE - (e + g)l,$$  \hspace{1cm} (5)

where $S$, $E$, and $l$ denote the number of susceptible, exposed but not yet infected, and infective children, respectively. The parameters $1/e$, $1/l$, $1/g$ are the average expectancy, latency and infection periods of time. The contact rate $b$ is the parameter of excitation and equal to $b = b_0(1 + b_1\xi(t))$ where $\xi(t)$ is a harmonic noise with the peak of spectral density at the circle frequency $2\pi$ (seasonal noisy oscillations with a period equal to one year) and the parameter $b_1$ is the amplitude of noise. The excited oscillations are executed in the vicinity of the stable singular point with the coordinates $(S_0, E_0, I_0)$. Hence, one can easily rewrite the equations for the new variables $x = S/S_0 - 1$, $y = E/E_0 - 1$, and $z = I/I_0 - 1$ which are deviations from the equilibrium point:

$$\dot{x} + ex = -b_0I_0(1 + b_1\xi(t))(x + z + xz) - b_0b_1I_0\xi(t),$$

$$\dot{y} + (e + l)y = (e + l)(1 + b_1\xi(t))(x + z + xz)$$

$$+ (e + l)b_1\xi(t),$$

$$\dot{z} + (e + g)z = (e + g)y.$$  \hspace{1cm} (6)

This form of equations clearly shows that the action of noise is multiplicative as well as additive.

An increase of the noise intensity causes noise-induced oscillations of the variables $S$, $I$, $E$ [Fig. 2(a)]. Their oscillatory behavior closely resembles observed epidemiological data [compare Fig. 2(a) with figures in Ref. 28]. These oscillations are excited after a noise-induced transition [see Fig. 2(b)]. There the variance of oscillations together with an approximating straight line is shown. The point where the straight line crosses the abscissa axis can be taken as a criti-

cal point of the transition. To prove this, we remove artifi-
cially the multiplicative component of noise from Eqs. (6). In

this case the variance of oscillations is equal to zero if $b_1 < b_{1cr}$ and goes to infinity shortly after the noise intensity exceeds its critical value. So, additive noise indeed is able to induce a phase transition. The same situation happens if the additive component of noise is absent but the multiplicative one is present.

To conclude, this transition can be induced by noise which contains both multiplicative and additive components. As shown by its separate consideration, both components play an important role in this transition. What is even more interesting, if the additive and multiplicative components of noise act together, as in the model, a stabilization of noise-induced oscillations occurs: in this case the dependence of

FIG. 1. (a) A noise-induced phase transition in a pendulum with randomly vibrated suspension axis [Eq. (1)]. The dependence of the averaged amplitude squared multiplied by the parameter $a = 3\alpha\omega_j^2/4$ on $\eta$, where $\eta$ is an extent on which multiplicative noise intensity exceeds the threshold value. The curve 1 corresponds to the case without additive noise, curves 2 and 3 to the cases with additive noise intensities $k_1$ and $k_2$, where $k_2 > k_1$ (for details and analytical expressions see Ref. 6). Analytical and numerical results are shown by solid and symbol curves, respectively. (b) On–off intermittency for subcritical values of multiplicative noise intensity. In contrast to this situation, if additive noise is absent, on–off intermittency is observed near a threshold but for supercrical values of the multiplicative noise intensity.
the variance on the noise intensity does not increase to infinity, that is not a case if multiplicative component of noise acts separately.

IV. TRANSITIONS INDUCED BY ADDITIVE NOISE

Now we extend our study to spatially extended systems and show that additive noise is able to induce second- and first-order phase transitions. Due to a special form of coupling these transition can also lead to the formation of spatially ordered patterns.

A. Second-order phase transitions: Noise-induced pattern formation

We investigate a nonlinear lattice of overdamped coupled stochastic oscillators\textsuperscript{10,21} under the action of noise. In this system a transition manifests itself in the formation of spatially ordered patterns, as a consequence of a special form of coupling \textit{a la} Swift–Hohenberg. The system is described by a scalar field $x_r$, defined on a spatial lattice with points $r$:

$$\dot{x}_r = f(x_r) + g(x_r)\xi_r + Lx_r + \xi_r$$

(7)

with $f$ and $g$ taken in the form (for the discussion, which functions can be chosen to observe a transition see Ref. 29)

$$f(x) = -x(1 + x^2)^2, \quad g(x) = a^2 + x^2$$

(8)

and $\xi_r$, $\xi_r$ are independent zero-mean-value Gaussian white noises:

$$\langle \xi_r(t)\xi_r(t') \rangle = \sigma_r^2 \delta(t-t'),$$

$$\langle \xi_r(t)\xi_r(t') \rangle = \sigma_t^2 \delta(t-t').$$

(9)

Note that for these functions $f(x)$ and $g(x)$ the transitions described are pure noise-induced phase transitions, in the sense that they do not exist in the system without noise. The coupling operator $L$ is a discretized version of the Swift–Hohenberg coupling term $-D(q_0^2 + \nabla^2)^2$\textsuperscript{21}.

To study the influence of the additive noise, we consider two limiting cases of correlation between additive and multiplicative noise: strong correlation ($\xi_r = 0$ and parameter $a$ is varied), and no correlation ($a = 0$ and the intensity of $\xi_r$ is varied).

Using the generalized Weiss mean field theory (MFT),\textsuperscript{5} the conditions of phase transition can be found. Substituting the value of the scalar variable $x_r$, at the sites coupled to $x_r$ by its special average:

$$\langle x_r \rangle = \langle x \rangle \cos[k \cdot (r-r')],$$

(10)

we obtain for $x = x_r$

$$\dot{x} = f(x) + g(x)\xi(t) + D\omega(k)x - D_{\text{eff}}(x - \langle x \rangle) + \xi(t),$$

(11)

where

$$D_{\text{eff}} = \left[ \frac{2d}{\Delta^2} q_0^2 + \frac{2d}{\Delta^2} + \omega(k) \right] D$$

(12)

and a dispersion relation $\omega(k) = 0$ for the most unstable mode, which is only of interest here.\textsuperscript{10}

Now the value $\langle x \rangle$ plays the role of the amplitude of the spatial patterns with an effective diffusion coefficient $D_{\text{eff}}$. The steady state solution of the Fokker–Planck equation corresponding to Eq. (10) is written then as follows:

$$w_{st}(x) = \frac{C(\langle x \rangle)}{\sqrt{\sigma_m^2 g^2(x) + \sigma_a^2}} \exp \left( 2 \int_0^t \frac{f(y) - D_{\text{eff}}(y - \langle x \rangle)}{\sigma_m^2 g^2(y) + \sigma_a^2} dy \right),$$

(13)

and $C(\langle x \rangle)$ is the normalization constant.

For the mean field value $\langle x \rangle$ we obtain\textsuperscript{21}

$$\langle x \rangle = \int x w_{st}(x, \langle x \rangle) dx.$$

(14)

Solving Eq. (14) with parameters $D$, $\sigma_m^2$, and $\sigma_a^2$, we obtain a boundary between two phases: a disordered ($\langle x \rangle = 0$) and an ordered one ($\langle x \rangle \neq 0$). The ordered phase corresponds to the appearance of spatially ordered patterns, because its average amplitude becomes nonzero. This happens due to the special form of coupling which includes...
wave length of these patterns \( q_0 \). It is known that in the considered system multiplicative noise induces a phase transition.\(^{10}\) We focus our attention to the influence of additive noise. The boundary of the phase transition on the plane \((\sigma_m^2, D)\) is shown in Fig. 3(a), which demonstrates that variation of the intensity of correlated additive noise \( [\langle x \rangle] \) causes a shift of the transition boundary. The most interesting situation occurs in the dashed region. Here, the increase of the additive noise intensity causes the re-entrant (disorder–order–disorder) phase transition. The corresponding dependence of the order parameter on the parameter \( a \) is shown in Fig. 3(b).

For the case of uncorrelated additive noise \((a=0)\), the observed behavior is qualitatively the same [Figs. 3(c) and 3(d)]. Here the transition lines are plotted on the plane \((\sigma_m^2, D)\) and the intensity \( \sigma_a^2 \) of uncorrelated additive noise is varied. It is evident that again dashed region corresponds to the phase transition. If we take parameters from this dashed region (in both cases of correlation), and change the intensity of additive noise (varying the parameter \( a \) or \( \sigma_a^2 \)), we observe a formation of patterns and further their destruction (see results of numerical simulations in Fig. 4).

To understand the mechanism behind this transition, it is necessary to note that there is no bistability either in the “usual” potential or in the so-called “stochastic” potential.\(^4\) Nevertheless, using some approximations it can be shown\(^ {17,21}\) that the short-time evolution of the mean field can be described by the “effective” potential, which becomes bistable after a transition. If \( D \) and \( \sigma_a^2 \) vanish, the time evolution of the first moment of a single element is simply given by the drift part in the corresponding Fokker–Planck equation (Stratonovich case).
As it was argued in Ref. 17, the mechanism of the noise-induced transition in coupled systems can be explained by means of a short-time evolution approximation. It means that we start with an initial Dirac $\delta$ function, follow it only for a short time, such that fluctuations are small and the probability density is well approximated by a Gaussian. A suppression of fluctuations, performed by coupling, makes this approximation appropriate in our case. The equation for the maximum of the probability, which is also the average value in this approximation $\bar{x} = \langle x \rangle$, takes the following form:

$$\dot{x} = f(x) + \frac{\sigma_m^2}{2} g(x) g'(x).$$

(15)

where $f(x) = \langle x \rangle$.

which is valid if $f((x)) \gg (\delta x^2) f''((x))$. For this dynamic, an “effective” potential $U_{\text{eff}}(x)$ can be derived, which has the form

$$U_{\text{eff}}(x) = U_0(x) + U_{\text{noise}} = -\int f(x) dx - \frac{\sigma_m^2}{2} g^2(x),$$

(17)

where $U_0(x)$ is a monostable potential and $U_{\text{noise}}$ represents the influence of the multiplicative noise. In the ordered region, this “effective” potential has additional $x = 0$ minima that explain the nonzero solutions for the amplitude of spatial patterns.

B. First-order phase transitions

In Ref. 33 a first-order phase transition has been reported, which is induced by multiplicative noise. Now we show that first-order nonequilibrium transitions in spatially extended systems can also be induced by additive noise. It is important, that in contrast to second-order transitions, in a first-order transition very tiny fluctuation of the control parameter can lead to a drastic change of the order parameter. The study is performed on a nonlinear lattice of coupled stochastic overdamped oscillators introduced in Ref. 16 and further studied in Refs. 20, 21, 17, and 32.

The time evolution of the system is described by the following set of Langevin equations:

$$\dot{x}_i = f(x_i) + g(x_i) \xi_i(t) + \frac{D}{2d} \sum_j (x_j - x_i) + \xi_i(t),$$

(18)

where $x_i(t)$ represents the state of the $i$th oscillator, and the sum runs over all nearest neighbors of cell $i$. The strength of the coupling is measured by $D$, and $d$ is the dimension of the lattice, which has $N = L^d$ elements. The noise terms $\xi_i(t)$ and $\xi_j(t)$ are the same as defined in Eqs. (9): mutually uncorrelated, Gaussian distributed, with zero mean and white in both space and time. The functions $f(x)$ and $g(x)$ are defined in Eqs. (8).

We study the behavior of this system by means of a standard MFT procedure. Solving the corresponding Eq. (14) with respect to the variable $m = \langle x \rangle$, and $w_\alpha$ defined by Eq. (13) with $D_{\text{eff}} = D$, one can set the transition boundaries. In this way obtained order–disorder transition lines are shown in Fig. 5(a). Here we consider only the case when $\sigma_m^2 = 0$ and the parameter $a$ is varied. Curve 1 separates regions of disorder (below the curve) and order (above the curve) for small multiplicative noise intensity. In this case, the ordered region is characterized by three self-consistent solutions of Eq. (14), one of them unstable ($m = 0$) and the other two stable and symmetrical. These new solutions appear continuously from $m = 0$ in the course of the transition. Hence, if we fix the coupling strength, e.g., $D = 20$, and increase the intensity of additive noise (the parameter $a$) a second-order phase transition from disorder to order occurs, followed by a re-entrant transition back to disorder, also of second order.

The first-order transition can be observed when the multiplicative noise intensity increases. In that case [curve 2 in Fig. 5(a)], a region appears where Eq. (14) has five roots, three of which ($m = 0$ and two symmetrical points) are stable. This region is marked dashed in the figure. Thus, for large enough values of $D$, a region of coexistence appears in the transition between order and disorder. This region is limited by discontinuous transition lines between $m = 0$ and a nonzero, finite value of $m$. Hence, additive noise is seen to
induce a first-order phase transition in this system for large enough values of the coupling strength and multiplicative noise intensity. The re-entrant transition is again of second order. When the first-order phase transition appears, hysteresis can be expected to occur in the coexistence region (if a certain algorithm is applied). The dependence of the order parameter \( m \) on the control parameter \( a \) as predicted by MFT is shown in Fig. 5(b) with a solid line. The region of possible hysteresis is bounded by dotted lines.

In order to contrast the analytical results, we have performed simulations of the complete model (18) using the numerical methods described in Refs. 5 and 17. The order parameter \( m_n \) is computed as

\[
m_n = \left\langle \frac{1}{L} \sum_{i=1}^{N} x_i \right\rangle,
\]

where \( \langle \rangle \) denotes time average. Results for a two-dimensional lattice with lateral size \( L = 32 \) are shown with diamonds in Fig. 5(b). Analyzing this figure one can observe that MFT overestimates the size of the coexistence region. This effect, analogous to what was observed for multiplicative-noise induced transitions,\(^\text{16}\) can be explained in terms of an “effective potential” derived for the system at short times (see discussion below). For instance, as \( a \) increases the system leaves the disordered phase not when this state becomes unstable but earlier, when the potential minima corresponding to the ordered states become much lower than the minimum corresponding to the state \( m = 0 \). It should also be mentioned that the numerical simulations did not show hysteresis, because in the coexistence region the system occupied any of the three possible states, independently of the initial conditions. It can be explained by the small size of the simulated system, which permits jumps between steady states when the system is sufficiently perturbed (e.g., by slightly changing the parameter \( a \)).

We have thus seen so far that numerical simulations qualitatively confirm the existence of a first-order phase transition induced by additive noise in this system, as predicted by MFT. We note that the transition occurs in the two limiting cases of correlation between multiplicative and additive noise. We also emphasize that variation of both the multiplicative noise intensity and the coupling strength can change the order of this transition.

Let us now discuss a possible mechanism behind this effect. As pointed out above, the collective behavior of this system can be described by the “effective” potential [see Eq. (17)]. We can trace the behavior of this potential in the presence of multiplicative noise, for the case \( \sigma_n^2 = 0 \) and \( a \neq 0 \). Its evolution for increasing \( a \) is shown in Fig. 6. This approach can be clearly seen to successfully explain the mechanism of the first-order transition: first, only the zero state is stable (curve 1), then there is a region where three stable states coexist (curve 2), and finally, the disordered state becomes unstable (curve 3). This approach also explains why a variation of the multiplicative noise intensity influences the order of the transition: for another (lower) \( \sigma_n^2 \) there is no region where ordered and disordered phases simultaneously exist. We emphasize that the “effective” potential is derived only for short-time evolution, and should not be confused with the “stochastic” potential,\(^\text{4} \) which for this system remains always monostable. For the other case of correlation between multiplicative and additive noise, in the region of additive noise induced transition, the “effective” potential always has three minima (two symmetric minima are lower than the central one). Sufficiently large (above a threshold of the transition) additive noise causes an escape from zero state and leads to the transition. The value of a critical additive noise intensity for this transition can be estimated by the “effective” potential approach, only by MFT. Here we have considered only a case of strong correlation between multiplicative and additive noise. As described in Ref. 35, if additive noise is independent, it can also induce a first-order phase transition. The level of correlation between additive and multiplicative noise can be considered as an additional parameter in this system, what we leave as an open question here.

In conclusion, we have reported that additive noise can induce a first-order phase transition in a spatially extended system. This transition leads to breaking of symmetry and the creation of a mean field. It should also be mentioned that for another form of coupling, a la Swift–Hohenberg as in Sec. IV A, spatial patterns can appear as a result of a first-order phase transition.

V. ADDITIVE NOISE IN DOUBLY STOCHASTIC RESONANCE

Doubly stochastic resonance (DSR)\(^\text{12} \) is a synthesis of two basic phenomena: noise-induced phase transition and stochastic resonance (SR).

In the conventional situation SR manifests itself as follows: additive noise optimizes the response of a bistable system to an external periodic force. In addition to this situation, SR has also been found and investigated in a large variety of different class systems: monostable systems,\(^\text{36} \) systems with excitable dynamics,\(^\text{37} \) noisy non-dynamical systems,\(^\text{38} \) systems with sensitive frequency SR dependence,\(^\text{39} \) systems without an external force,\(^\text{8,40} \) and systems without any explicit threshold.\(^\text{43} \) In all these works SR has been observed in the structure, given by the system, and not in the noise-induced structure. In contrast to it, here we address the prob-
lem whether SR can be observed in the bistable structure, which in its own turn is induced by multiplicative noise via phase transition.

We study DSR in the nonlinear lattice of coupled overdamped oscillators Eq. (18), but now under the action of an additional periodic force. Hence, the following set of Langevin equations describes the considered system:

\[ \dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_j (x_j - x_i) + \xi_i(t) + A \cos(\omega t + \varphi), \]  
(19)

where all notations and functions \( f(x) \) and \( g(x) \) are taken as above. The last term in (19) stands for an external periodic force with amplitude \( A \), frequency \( \omega \), and initial phase \( \varphi \).

Obtained by a standard MFT procedure (see Sec. IV B) transition boundaries between different phases are shown in Fig. 7. In addition to Ref. 16, we show that the influence of additive noise resulted in the shift of transition lines. For \( \sigma_m^2 = 0 \) an increase of the multiplicative noise causes a disorder–order phase transition, which is followed by the re-entrant transition to disorder.\(^{16}\) In the ordered phase the system occupies one of two symmetric possible states with the mean fields \( m_1 = -m_2 \neq 0 \), depending on initial conditions (for a visualization of this transition see Fig. 8).

Now let us consider the problem, how the system (19) responds to periodic forcing. We have taken a set of parameters \( (\sigma_a^2; D) \) within the region of two coexisting ordered states with a nonzero mean field. In particular, we choose values given by the dot in Fig. 7. For numerical simulations we take a two-dimensional lattice of \( L^2 = 18 \times 18 \) oscillators, which is simulated numerically\(^{42}\) with a time step \( \Delta t = 2.5 \times 10^{-4} \) under the action of the harmonic external force. The amplitude of the force \( A \) has to be set sufficiently small to avoid hops in the absence of additive noise during the simulation time of a single run which is much larger than the period of the harmonic force.\(^{43}\) Jumps between \( m_1 \leftrightarrow m_2 \) occur only if additive noise is additionally switched on. Runs are averaged over different initial phases.

Time series of the mean field along the corresponding periodic input signal are plotted in Fig. 9 for three different values of \( \sigma_a^2 \). The current mean field is calculated as \( m(t) = \langle 1/L^2 \rangle \sum_i x_i(t) \). For a small intensity of the additive noise, hops between the two symmetric states \( m_1 \) and \( m_2 \) are rather seldom and not synchronized to the external force. If we increase the intensity \( \sigma_a^2 \), we achieve a situation when hops occur with the same periodicity as the external force.

### FIG. 7

Transition lines between ordered (inside the curves) and disordered (outside) phase in the lattice Eqs. (19) on the plane \( (\sigma_m^2; D) \) for different intensities of the additive noise \( \sigma_m^2 = 0 \) (1), 1 (2), and 5 (3). The black dot corresponds to \( D = 20, \sigma_a^2 = 3 \).

### FIG. 8

A symbolic visualization of a phase transition in the model Eqs. (19), which leads to the formation of a mean field. In the disordered phase the mean field is zero due to the random deviation of different elements around zero (up). In the ordered phase, induced by noise, the symmetry is broken and the mean field is either positive (right) or negative (left). The elements in the lattice 128\( \times \)128 are coded in accordance to its sign: if positive or zero, white; if negative, black.
and, hence, the mean field follows with high probability the periodic input force. An increase of additive noise provides an optimization of the output of the system which is stochastic resonance. If $\sigma_a^2$ is increased further, the order is again destroyed, and hops occur much more frequently than the period of the external force. Note also that for large $\sigma_a^2$ the value of the mean field which corresponds to the stable state is becoming smaller. It is caused by the fact that additive noise also influences transition lines. An increase of $\sigma_a^2$ results in the reduction of the ordered region (Fig. 7, curves 2 and 3) and decreasing the value $m_1 = -m_2$.

Figure 9 illustrates that additive noise is able to optimize the signal processing in the system (19). In order to characterize this SR effect quantitatively, we have calculated signal-to-noise ratio (SNR) by extracting the relevant phase-averaged power spectral density $S(\omega)$ and taking the ratio between its signal part with respect to the noise background.\(^2\)\(^4\) The dependence of SNR on the intensity of the additive noise is shown in the Fig. 10 for the mean field (filled points) and the mean field in a two-state approximation (opaque point). In this two-states approximation we have replaced $m(t)$ by its sign and put approximately $m(t) = +1$ or $m(t) = -1$, respectively. Both curves exhibit the well known bell shaped dependence on $\sigma_a^2$ typically for SR.

Next we estimate the SNR analytically, in order to compare it with numerical simulations. If $A$, $D$, and $\sigma_a^2$ are equal to zero, the dynamics of the system is described by the “effective” potential $U_{\text{eff}}(x)$ [see Eq. (17)]. In the ordered region, inside the transition lines (Fig. 1), the potential $U_{\text{eff}}(x)$ is of the double-well form, e.g., $U(x)_{\text{eff}} = -x^2 - 0.25x^4 + x^6/6$, for given $f(x)$, $g(x)$, and $\sigma_m^2 = 3$.

From the analytical form of the system’s bistable potential, we can solve a conventional SR problem in this potential with an external periodic force of the amplitude $A$ and the frequency $\omega$. Using the well-known approach of a linear response theory,\(^2\)\(^4\) we get the following expression for SNR:

$$\text{SNR}_1 = \frac{4\pi A^2}{\sigma_a^4} r_k,$$

where $r_k$ is the corresponding Kramers rate\(^45\)

$$r_k = \frac{\sqrt{[U_{\text{eff}}'(x)]_{x=x_{\min}}[U_{\text{eff}}'(x)]_{x=x_{\max}}} \exp \left( -\frac{2U_{\text{eff}}}{\sigma_a^2} \right)}{2\pi}$$

for surmounting the potential barrier $\Delta U_{\text{eff}}$. Using Eqs. (17), (20), and (21) we get analytical estimates for a single element inside the lattice. Further on, rescaling this value by the number $N$ of oscillators in the lattice\(^46\) and taking into account the processing gain $G$ and the bandwidth $\Delta$ in the power spectral density,\(^2\)\(^4\) the SNR$_N$ of the mean field of the network of $N$ elements can be obtained

$$\text{SNR}_N = \frac{NG}{\Delta} + 1.$$

This dependence is shown in Fig. 10 by the solid line and demonstrates despite the rough approximation a good agreement with the results of the numerical simulations. Nearly exact agreement is found in the location of the maximum as well as for the quantitative values of the SNR (“scalloping loss”\(^44\) has been avoided in simulations by setting the frequency $\omega$ to be centered on one of the bins in the spectrum).

In conclusion, we have reported the existence of doubly stochastic resonance, which is resulted from the twofold influence of noise on a nonlinear system. DSR is a combined effect which consists of a noise-induced phase transition and conventional SR. It is important to add, that there are clear
distinctions between SR and DSR behavior, because, in contrast to SR, in DSR additive noise does not only help an input/output synchronization, but also changes the properties of the system in the absence of the external force (see Fig. 7). As a consequence, in DSR amplitude of hops is decreased (bistability disappears) for large noise intensities $\sigma_\nu^2$, that is not the case for standard SR (compare Fig. 9 and Fig. 4 from Ref. 2). It means also that a decrease of SNR with the increase of the additive noise intensity can be explained not only by disordered hops induced by large additive noise, but also by the fact that the system loses its bistability. Another distinction is that DSR can be controlled by multiplicative noise, and this control is not possible in a conventional SR. It happens because change of multiplicative noise results in the change of the “effective” potential [Eq. (17)], which governs the behavior of the system.

VI. SUMMARY AND OPEN QUESTIONS

We have reported here recent results concerning the influence of additive noise on noise-induced nonequilibrium phase transitions. We have shown that the role of additive noise can be crucial in various aspects: (i) In oscillatory systems, represented by a single oscillator, additive noise is able to induce such nit, it strongly influences this transition and stabilizes oscillations occurred as a result of this transition. (ii) In spatially extended systems, which are lattices of coupled overdamped oscillators, additive noise can induce first- as well as second-order phase transitions, cause the formation of spatial patterns, and optimize the response of such a system to periodic driving. In the latter case, it is important that the bistability of the collective behavior is supported by multiplicative noise.

Despite these findings there are several open questions and promising directions of future research. Note that the topic of nonequilibrium phase transitions induced by additive noise is rather new. We see three main directions in the study of these transitions.

(1) Theory of noise-induced phase transitions. The phenomena described here are demonstrated by a large variety of models, and the question naturally arises whether these transitions belong to any of the existing universality classes. A discussion about it can be found in Ref. 17 for the transitions which leads to the breaking of symmetry and creation of the mean field. In general, however, this is still an open question as well as a question whether dependencies in the presented models are universal for other models demonstrating these transitions. Another interesting problem is a search of combined effects, as, e.g., a synthesis of white noise driven ratchets and noise-induced nonequilibrium phase transitions, globally synchronized oscillations in subexcitable media or DSR. One should investigate the translation of the transitions discussed into other phenomena, probably systems of coupled excitable elements. It is interesting also to find hidden transitions induced by additive noise in oscillatory systems in the absence of multiplicative noise. Another group of open questions is connected to DSR. We expect that DSR or its modifications can be found not only in the system, described here, but probably in oscillatory systems (see also a case considered in Ref. 19), or systems with a bistable “stochastic” potential.

(2) Experimental confirmation of noise-induced transitions predicted by theoretical studies. For the pendulum, modelling a real mechanical object (Sec. II), and the epidemiological model, describing a real experimental data (Sec. III), the connection to the experiment is clear. Concerning spatially extended systems with noise, described in Secs. IV and V, we suggest the following potential experimental implementations. As proposed in Ref. 17, it is worth to re-evaluate experiments in physical systems for which noise-induced shifts or purely noise-induced transitions may be relevant. Some examples of noise-induced shifts can be mentioned here, such as processes in photosensitive chemical reactions under the influence of fluctuating light intensity, in liquid crystals, or in the Rayleigh–Bénard instability with a fluctuating temperature at the plates.

We expect also that our theoretical findings will stimulate experimental works to verify DSR in real physical systems (for the first experimental observation of noise-induced bistability see Ref. 57). Appropriate situations can be found in analog or electronic circuits, as well as in systems, which demonstrate noise-induced shifts of the phase transition (see the discussion above). It can be crucial for such experiments, that, in contrast to conventional SR, in DSR the energy of noise is used in a more efficient way: not only for the optimization of the signal processing, but also for the support of the potential barrier to provide this optimization. This can be of a large importance in the communication.

(3) Modelling transitions and irregular oscillations observed in experimental data by stochastic models. As shown in Ref. 14, already known phenomena which have been explained in the frames of a deterministic theory, could also be successfully described by stochastic models. Note that deterministic and noise-induced processes are very difficult to be distinguished in many situations. Moreover, sometimes a noisy excitation looks more justified. It is worth to mention a recently outlined hypothesis that turbulence in nonclosed flows is a result of noise-induced phase transition (Ref. 60 and the experiment in Ref. 61). Also we expect that noise-induced processes may be very important for understanding of complex natural systems studied in neuroscience (e.g., Ref. 62) or such as microseismic oscillations, or phase transitions observed in physiological systems, especially in bimanual movements. Despite the fact that up to now these tempo-induced transitions in the production of polyrhythm are explained by deterministic mechanisms in the presence of noise, we expect that models with noise-induced oscillations will also be relevant in this case.

Another open question, closely associated with modelling is the identification of the excitation mechanism by the analysis of irregular time series. This problem is of high importance, because to model a system one should know the physical mechanism of an excitation. At the same time, time series are often the single source of the information about a nonlinear system: “black box.” At this point, it is essential to note that classical methods of analysis, such as a spectral analysis or a calculation of a correlation dimension are some-
times unable to distinguish between noise-induced irregular oscillations and chaotic oscillations of the deterministic nature.\textsuperscript{13}
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The effect of additive noise on transitions in nonlinear systems far from equilibrium is studied. It is shown that additive noise in itself can induce a hidden phase transition, which is similar to the transition induced by multiplicative noise in a nonlinear oscillator [P. Landa and A. Zaikin, Phys. Rev. E 54, 3535 (1996)]. Investigation of different nonlinear models that demonstrate phase transitions induced by multiplicative noise shows that the influence of additive noise upon such phase transitions can be crucial: additive noise can either blur such a transition or stabilize noise-induced oscillations.
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I. INTRODUCTION

Noise-induced transitions occupy an important place among phenomena that demonstrate a strong influence of weak noise on the behavior of a system [2]; e.g., stochastic resonance [3–5], noise-induced transport [6], coherence resonance [7] or noise-induced pattern formation [8]. Intensive investigations of recent years have shown that noise-induced phase transitions can manifest themselves in the appearance of new extrema in the system probability distribution [9,10], in the creation of a mean field [11–13], and in the excitation of oscillations [1,14,15]. The last two types of transitions [16] have been termed nonequilibrium noise-induced phase transitions [17,1].

In these and other works multiplicative noise is perceived to be responsible for the transitions. However, as has been recently shown in [18–20], additive noise plays a crucial role in these transitions. Hence, studying the influence of additive noise is of great importance. In this paper we study several major aspects of the influence of additive noise by consideration of typical models in which a transition leads to noise-induced oscillations.

First, we study a transition induced by multiplicative noise in the presence of additive noise. We investigate such a transition theoretically and numerically in a pendulum with randomly vibrating suspension axis. In this model the additive noise blurs the transition induced by multiplicative noise. The pendulum is a key model for understanding major aspects of the influence of additive noise in an epidemiological model. In Sec. V we summarize the results obtained.

II. NOISE-INDUCED PHASE TRANSITIONS IN THE PRESENCE OF ADDITIVE NOISE

First, we study the problem of excitation of a nonlinear oscillator under parametric and forcing random actions. We give an approximate analytical solution of this problem to reveal the influence of additive noise on a phase transition induced by multiplicative noise in a pendulum with a randomly vibrated suspension axis. In the absence of additive noise such a transition has been considered in [1,25]. It should be noted that the additive constituent of noise appears by itself if the vibration of the pendulum’s suspension axis occurs in a certain direction making a nonzero angle with the vertical [18].

In the presence of additive noise the equation of motion for this system can be written as

\[ \ddot{\varphi} + 2\beta(1 + \alpha \varphi^2) \dot{\varphi} + \omega_0^2(1 + \xi_1(t)) \sin \varphi = \omega_0^2 \xi_2(t), \tag{1} \]
where $\varphi$ is the pendulum’s angular deviation from the equilibrium position, $\omega_0$ is the natural frequency of a small free pendulum’s oscillations, $\beta$ is the damping factor, $\alpha$ is the coefficient of nonlinear friction, and $\xi_1(t)$ and $\xi_2(t)$ are comparatively broadband random processes with zero mean values. We assume that the suspension axis vibration is moderately small in amplitude, i.e., the pendulum oscillations can be considered small enough for $\varphi$ to be substituted in place of $\sin \varphi$ in Eq. (1).

An approximate analytical solution of this problem can be obtained from the assumptions that $\beta/\omega_0 \sim \epsilon$, $\xi_1(t) \sim \sqrt{\epsilon}$, and $\xi_2(t) \sim \sqrt{\epsilon}$, where $\epsilon$ is a certain small parameter which should be put equal to unity in the final results. Equation (1) can then be solved by the Krylov-Bogolyubov method; to do this we set $\varphi = A(t) \cos \psi(t) + \epsilon u_1 + \cdots$, where $\psi(t) = \omega_0 t + \phi(t)$.

$$\dot{A} = \epsilon f_1 + \cdots, \quad \dot{\phi} = \epsilon F_1 + \cdots,$$

and $u_1, \ldots, f_1, \ldots, F_1, \ldots$ are unknown functions. By using the Krylov-Bogolyubov technique for stochastic equations (see [26]), we find expressions for the unknown functions $f_1$ and $F_1$. Substituting these expressions into Eqs. (2) we obtain

$$\dot{A} = -\beta(1 + \frac{1}{2} \alpha \omega_0^2 A^2)A + \omega_0 g_1(A, \omega(t), \xi_1(t), \xi_2(t)), \quad (3)$$

$$\dot{\phi} = \omega_0 g_2(A, \psi(t), \xi_1(t), \xi_2(t)), \quad (4)$$

where

$$g_1(A, \phi, t) = \frac{A}{2} \xi_1(t) \sin 2\psi(t) - \xi_2(t) \sin \psi(t),$$

$$g_2(A, \phi, t) = \xi_1(t) \cos^2 \psi(t) - \frac{1}{A} \xi_2(t) \cos \psi(t).$$

The bar over an expression denotes averaging over time.

As follows from [26], the Fokker-Planck equation associated with Eqs. (3) and (4) is

$$\frac{\partial \psi(A, \phi, t)}{\partial t} = -\frac{\partial}{\partial A} \left[ -\beta(1 + \frac{1}{2} \alpha \omega_0^2 A^2)A + \omega_0^2 R_1 \right]$$

$$\times \psi(A, \phi, t) - \omega_0^2 R_2 \frac{\partial \psi(A, \phi, t)}{\partial \phi} + \frac{\omega_0^2}{2}$$

$$\times \left[ \frac{\partial^2}{\partial A^2} \left[ \frac{K_{11}}{4} A^2 + K_{12} \right] \psi(A, \phi, t) \right]$$

$$+ \left( K_{21} + \frac{K_{22}}{A^2} \right) \frac{\partial^2 \psi(A, \phi, t)}{\partial \phi^2} \right], \quad (5)$$

where

\[ R_1 = \int_{-\infty}^{0} \left( \frac{\partial g_1(A, \phi, t)}{\partial A} \right) g_1(A, \phi, t + \tau) \right) d\tau, \quad (6) \]

\[ R_2 = \int_{-\infty}^{0} \left( \frac{\partial g_2(A, \phi, t)}{\partial A} \right) g_2(A, \phi, t + \tau) \right) d\tau, \quad (7) \]

(The angular brackets denoting averaging over the statistical ensemble),

$$K_{11} = \frac{1}{2} \kappa_{\xi_1} (2 \omega_0), \quad K_{12} = -\frac{1}{2} \kappa_{\xi_2} (\omega_0), \quad (8)$$

$$K_{21} = \frac{1}{2} \left[ \kappa_{\xi_1} (0) + \frac{1}{2} \kappa_{\xi_2} (2 \omega_0) \right], \quad (9)$$

and

$$\kappa_{\xi} (\omega) = \int_{-\infty}^{\infty} \langle \xi(t) \xi(t + \tau) \rangle \cos \omega \tau d\tau$$

is the power spectrum density of the process $\xi(t)$ at the frequency $\omega$.

Let us now calculate the integrals (6) and (7), taking into account the expressions for $g_1$ and $g_2$. As a result, we obtain

FIG. 1. The influence of additive noise on a noise-induced phase transition in a pendulum with randomly vibrated suspension axis. The dependence of the value $a(A^2)$, which is proportional to the mean amplitude squared, on $\eta$ without additive noise $\eta_0 = 0$ and with additive noise $\eta_0 = 0.005$ and $0.02$ for curves 1–3 respectively. Theoretical (solid lines) and numerical results (symbols). In the presence of additive noise the dependence is smooth. The remaining parameters are $\beta = 0.1$, $\alpha = 100$, and $\omega_0 = 1$. 
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and
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is the power spectrum density of the process $\xi(t)$ at the frequency $\omega$.
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The value of $R_2$ depends on the characteristics of the random processes $\xi_1(t)$ and $\xi_2(t)$: if they are white noises then $R_2 = 0$; but if, for example, $\xi_2(t)$ is white noise and $\xi_1(t)$ has a finite correlation time and its power spectrum density is

$$
\kappa_{\xi_1}(\omega) = \frac{a_1^2 \kappa_{\xi_2}(2\omega_0)}{(\omega - 2\omega_0)^2 + a_1^2},
$$

then

$$
R_2 = -\frac{a_1 \omega_0 \kappa_{\xi_2}(2\omega_0)}{4(16\omega_0^2 + a_1^2)}.
$$

It should be noted that in this case $R_2$ is negative, which results in a decrease of the mean oscillation frequency with increasing noise intensity. The Langevin equations which can be related to the Fokker-Planck equation (5) in view of Eqs. (10) and (11) are presented in Appendix A.

First we consider the case when additive noise is absent, i.e., $\kappa_{\xi_2} = 0$. In this case the steady-state solution of Eq. (5), satisfying the condition of zero probability flux, is

$$
w(A, \phi) = \frac{C}{2\pi A^*} \exp \left[ \frac{3}{1 + \eta} \left( \eta \ln A - \frac{aA^2}{2} \right) \right],
$$

where $a = 3\alpha_0^2/4$ is the nonlinear parameter and $\eta = 3\omega_0^2K_{11}/8\beta - 1$. The constant $C$ is determined from the normalization condition

$$
\int_0^{2\pi} \int_0^{\infty} w(A, \phi) A dA d\phi = 1.
$$

Upon integrating Eq. (12) over $\phi$, we find the expression for the probability density $w$ of the oscillation amplitude:

$$
w(A) = CA^{(2\eta - 1)/(1 + \eta)} \exp \left( -\frac{3aA^2}{2(1 + \eta)} \right).
$$

From the normalization condition we get

$$
C = 2 \times \begin{cases} \frac{3a}{2(1 + \eta)} \frac{\Gamma(3\eta/2(1 + \eta))}{\Gamma(3\eta/2(1 + \eta) + 1)} & \text{for } \eta \geqslant 0, \\
0 & \text{for } \eta \leqslant 0. \end{cases}
$$

Hence,

$$
w(A) = 2 \times \begin{cases} \frac{3a}{2(1 + \eta)} \frac{\Gamma((4\eta + 1)/2(1 + \eta))}{\Gamma(3\eta/2(1 + \eta) + 1)} A^{(2\eta - 1)/(1 + \eta)} & \text{for } \eta \geqslant 0, \\
\delta(A) & \text{for } \eta \leqslant 0, \end{cases}
$$

The fact that for $\eta \leqslant 0$ the probability density of the amplitude turns out to be a $\delta$ function is associated with the absence of additive noise (see below).

Using Eq. (15), we can determine $\langle A \rangle$ and $\langle A^2 \rangle$:

$$
\langle A \rangle = \begin{cases} \sqrt{\frac{3}{2a(1 + \eta)}} \frac{\Gamma((4\eta + 1)/2(1 + \eta))}{\Gamma(3\eta/2(1 + \eta) + 1)} & \text{for } \eta \geqslant 0, \\
0 & \text{for } \eta \leqslant 0, \end{cases}
$$

$$
\langle A^2 \rangle = \begin{cases} \frac{\eta}{a} & \text{for } \eta \geqslant 0, \\
0 & \text{for } \eta \leqslant 0. \end{cases}
$$

Therefore, it is evident that for $\eta > 0$ the parametric excitation of pendulum oscillations occurs under the influence of multiplicative noise. This manifests itself in the fact that the mean values of the amplitude and of the amplitude squared become nonzero (Fig. 1, curve 1). This parametric excitation implies a transition of the system to a new state, which can be treated as a phase transition. The condition $\eta = 0$ is the threshold for the onset of this phase transition. It follows that, in the absence of additive noise, the critical value of the multiplicative noise intensity is

$$
\kappa_{\xi_2}(2\omega_0) = \kappa_\epsilon = \frac{16\beta}{3\omega_0^2}.
$$

Hence, the parameter $\eta$ characterizes the extent to which the intensity of the multiplicative noise component exceeds its critical value.

It should be noted that, for $\eta > 0$, the steady state $A = 0$ loses its stability and the state $A \neq 0$ becomes stable. At the
same time, Eq. (15) implies that the probability density of $A^2$ is monotonically decreasing with increasing $A^2$ for any value of $\eta>0$. Hence, in contrast to the transitions considered in \cite{9}, the appearance of a new stable state need not be accompanied by the appearance of a new maximum in the system probability distribution [see Fig. 2(a)].

Now let us consider the case when the intensity of additive noise is not equal to zero. The steady-state solution of Eq. (5), satisfying the condition of zero probability flux, is conveniently written as
\begin{equation}
w(A,\phi)=\frac{Ca}{2\pi(aA^2+q)^{\frac{3}{2}}\exp\left[\int \frac{3(\eta-aA^2)aA^2+q}{(1+\eta)(aA^2+q)^2}dA\right]},
\end{equation}
where $q=4aK_{12}/K_{11}$ characterizes the ratio between the intensities of additive and multiplicative noise.

Following the calculations presented in Appendix B, we get an expression for
\begin{equation}
\begin{aligned}
a\langle A^2\rangle &\approx (1+\eta)\left\{\frac{4}{3}\Gamma(2\mu)\Gamma(\frac{1}{2}-2\mu)(1+2\mu)\right\}
\times\left[\sqrt{\pi}\Gamma(-2\mu)(1-2\mu)\left(\frac{3q}{2(1+\eta)}\right)^{2\mu}+2\Gamma(2\mu)\Gamma(\frac{1}{2}-2\mu)(1+2\mu)\right]\left[\sqrt{\pi}\Gamma(-2\mu)(1-2\mu)\left(\frac{3q}{2(1+\eta)}\right)^{2\mu}\right]^{-1},
\end{aligned}
\end{equation}
where $\mu=3(\eta+q)/4(1+\eta)$. Note that, similarly to the case without additive noise, after a transition no additional maxima appear in the system probability distribution and the shape of this distribution is not qualitatively changed [Fig. 2(b)].

Next we compare these analytical results with numerical simulations. The corresponding dependence of $a\langle A^2\rangle$ on $\eta$ for different values of the parameter $q_{0}$ is illustrated in Fig. 1. We see that additive noise of small intensity results in a smoothing of the dependence of the mean oscillation amplitude squared on the multiplicative noise intensity; it becomes without the break inherent in a phase transition induced by only multiplicative noise. If we increase the additive noise intensity, the transition becomes less detectable (Fig. 1, curve 3).

In a numerical experiment it is more convenient to calculate the variance of the corresponding variable instead of the mean amplitude squared. It is evident that the dependencies of these values on the noise intensity should be similar. Indeed, in the case when the amplitude $A$ is a slowly changing function, the variance is equal to $\langle A^2\rangle /2$. The dependencies of $a\langle A^2\rangle$ on $\eta$ found by numerical simulation of Eq. (1) for both the presence of additive noise and its absence are shown also in Fig. 1. We find that near the threshold the simulations match the analytical results very well and that the dependencies for $q=0$ can be approximated by a straight line intersecting the abscissa at $\eta=0$. With an increase of $\eta$, the growth rate of the variance in numerical simulations is smaller than in the analytical results. This can be explained by the fact that the Krylov-Bogolyubov method is valid only near a threshold.

III. PHASE TRANSITIONS INDUCED BY ADDITIVE NOISE

A. Oscillator with quadratic nonlinearity

In this section we show that the mechanism of the noise-induced phase transition may exist also in an oscillatory syst-
\[ \ddot{y} + 2\beta \dot{y} + \omega_0^2 \{1 + y + \xi_2(t) + \gamma y[y + 3\chi(t)]\}y = \omega_0^2 \xi_1(t), \]  
(24)

where \( \xi_1(t) = -\chi^2(t)[1 + \gamma \chi(t)] \) is additive noise and \( \xi_2(t) = \chi(t)[2 + 3\gamma \chi(t)] \) is multiplicative noise. Comparing Eq. (24) with Eq. (1), we find that these equations are similar. In the absence of additive noise \( \xi_1(t) \), Eq. (24) is similar also to Eq. (1) in \([1]\), except that the role of the random process \( \xi(t) \) is played by the noise \( \xi_2(t) \). In the previous section we have shown analytically and numerically that in the oscillator described by such an equation multiplicative noise causes a phase transition. Hence, the noise \( \xi_2(t) \) is responsible for the phase transition, whereas, as will be seen from subsequent results, the additive noise makes the transition hidden.

An approximate analytical analysis of Eq. (24), in view of Eq. (23), is possible in the specific case when the random force in Eq. (23) is nonresonant. Owing to this, \( \chi(t) \) is sufficiently small, and we can ignore in Eq. (24) both \( \xi_1(t) \) and \( 3\gamma \chi^2 y \). As a result we obtain the following approximate equation for \( y \):

\[ \ddot{y} + 2\beta \dot{y} + \omega_0^2 \{1 + y + 2\chi + \gamma y[y + 3\chi]\}y = 0. \]  
(25)

Putting \( y = A(t) \cos \phi(t) + \cdots \), where \( \phi(t) = \omega_0 t + \phi(t) \), and using now the Krylov-Bogolyubov method for stochastic equations, we obtain the following truncated equations for \( A(t) \) and \( \phi(t) \):

\[ \dot{A} = (\eta - A^2)A + \omega_0 \xi_1(t), \quad \dot{\phi} = M_1 + \omega_0 \xi_2(t), \]  
(26)

where

\[ \eta = \frac{3\omega_0^2 K_1}{2\beta} - 1, \quad a = \frac{3\gamma}{4} \left(1 - \frac{15\gamma \omega_0^2}{8\beta}\right)(K_2 + K_3), \]

\[ M_1 = \int_0^\infty \left(\chi(t) \chi(t + \tau)\right) \sin 2\omega_0 \tau + \frac{9\gamma^2 A^3}{4} \times (3 \sin \omega_0 \tau + \sin 3\omega_0 \tau) d\tau, \]

\( \xi_1(t) \) and \( \xi_2(t) \) are white noises with intensities

\[ N_1 = \left(K_1 + \frac{9\gamma^2 A^2}{16} (K_2 + K_3)\right)A^2 \]

and

\[ N_2 = 2K_0 + K_1 + \frac{9\gamma^2 A^2}{16} (K_2 + K_3), \]

respectively, \( K_1 = \frac{\kappa_x (2\omega_0)}{2}, \quad K_2 = \frac{\kappa_x (\omega_0)}{2}, \quad K_3 = \frac{\kappa_x (3\omega_0)}{2}, \quad K_0 = \frac{\kappa_x (0)}{2}, \) and \( \kappa_x (\omega) \) is the spectral density of the random process \( \chi(t) \) at the frequency \( \omega \).

Solving the Fokker-Planck equation associated with Eqs. (26), we get the probability density \( w(A) \):

\[ w(A) = CA^{(2\eta - 1)/[1 + \eta]}(1 + rA^2)^{-[1 + 2\eta + 3\eta]}([2r + 3\eta]r + 4\eta) \]

(27)

where

\[ r = \frac{9\gamma^2 K_2 + K_3}{16 K_1}. \]

From the normalization condition we find

\[ C = 2 \times \begin{cases} \frac{a + r \eta}{a} \frac{\Gamma(3(a + r \eta)/2r(1 + \eta))}{\Gamma(3\eta/2r(1 + \eta))\Gamma(3a/2r(1 + \eta))} & \text{for } \eta \geq 0 \\ 0 & \text{for } \eta < 0 \end{cases} \]

(28)
The phase transition is practically undetectable and very noisy. Equations, which are equivalent to the initial equation, the main results of our numerical simulations are as follows.

It follows from here that the probability density of the amplitude turns out to be a δ function for \( \eta \approx 0 \), as for the pendulum considered in [1].

Using Eqs. (27) and (28) we calculate \( \langle A^2 \rangle \) (\( \langle \cdot \rangle \) denotes the statistical average):

\[
\langle A^2 \rangle = \begin{cases} 
\frac{3 \eta}{3a + r(2 + 5 \eta)} = \frac{4 \eta}{3 \gamma - 4 \eta} & \text{for } \eta \approx 0 \\
0 & \text{for } \eta \approx 0.
\end{cases}
\] (29)

Note that the solution found is valid only for \( 3 \gamma(K_2 + K_3) < 4K_1 \).

Thus, we have shown analytically that in the absence of the additive noise \( \xi_1 \) and the term \( 3 \gamma \chi^2 y \) in a system described by Eq. (24), a noise-induced phase transition indeed occurs. As shown below, numerical simulations demonstrate that this transition remains well defined if the term \( 3 \gamma \chi^2 y \) is included; though the additive noise \( \xi_1 \) makes it hidden. The main results of our numerical simulations are as follows.

The results of numerical simulation of the complete equations (23) and (24) in the case of sufficiently broadband noise, which can be considered as white noise, are shown in Fig. 3. For comparison, the results of numerical simulation of Eq. (24) after dropping only the additive noise \( \xi_1(t) \) are also given there. We call Eq. (24) with \( \xi_1(t) = 0 \) the "reduced equation" and denote its solution by \( y_r \). The solution of Eq. (25) is denoted by \( y_{rr} \). We see that for the complete equations, which are equivalent to the initial equation, the phase transition is practically undetectable and very noisy (curve 1). For the reduced equation, the phase transition is clearly defined (curve 2). Close to the critical point the dependence of \( \sigma^2_{\xi_1} \), which can be treated as an order parameter, on the parameter \( b^2 \), which can be regarded as temperature, is well approximated by the straight line described by the equation \( \sigma^2_{\xi_1} = 0.05(b^2 - b_{cr}^2) \), where \( b_{cr} \approx 4.1 \). This means that the critical index is equal to 1 [see Fig. 3(a)].

(2) Figure 3(b) demonstrates that we can use as an order parameter not only the variance, but the mean value as well. Close to the critical point the dependence of \( \langle y_r \rangle \) on \( b^2 \) can be approximated by the straight line \( \langle y_r \rangle = -0.025(b^2 - b_{cr}^2) \).

(3) To reveal the influence of the term \( 3 \gamma \chi^2 y \) that was dropped in the analytical consideration, we also numerically simulated Eq. (25). The results are given in Fig. 3(a) (curve 4) and Fig. 3(b) (curve 3). We see that the phase transition occurs for a smaller value of \( b^2 \) if in the reduced equation the term \( 3 \gamma \chi^2 y \) is ignored, i.e., this term suppresses the phase transition [compare curves 2 and 4 in Fig. 3(a)]. This is also attested by the fact that the slopes of the dependencies of \( \sigma^2_{\xi_1} \) and \( \sigma^2_{rr} \) on \( b^2 \) are essentially different. Thus, the numerical simulations have shown that in the absence of additive noise \( \xi_1 \) only, we obtain a clearly defined phase transition. As mentioned above, the additive noise \( \xi_1 \) makes the transition hidden (see the dependence for \( \sigma^2_{\xi_1} \)). It is interesting that the dependence for \( \sigma^2_{\chi_1} \) is close to that for \( \sigma^2_{\xi_1} \); the difference appears only for large values of the parameter \( b \). This means that close to the critical point the influence of the noise \( \chi(t) \) is negligibly small.

(4) To reduce the noise spectral density at the frequency \( \omega_0 \), we have passed the noise \( \xi(t) \) through a bandpass filter with central frequency \( 2\omega_0 \) and bandwidth \( \omega_0 \). The spectral density of this noise is shown in Fig. 4. We see that it is indeed very narrowband in the vicinity of \( \omega_0 \). Next, we simulate Eqs. (23) and (24) using this filtered noise as \( \xi(t) \). For comparison we simultaneously simulate the reduced equation (24). Figure 5 illustrates that, even though the spectral density of the filtered noise \( \xi(t) \) at \( \omega_0 \) is very small, the influence of the noise \( \xi(t) \) and of the term \( 3 \gamma \chi^2 y \) is essential. The reason is that the component of the noise \( \chi(t) \) at \( \omega_0 \) is not small because it is resonant. The smooth increase of
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$s^{\gamma}_{\gamma}$, with increasing $b^2$ from $b_{cr}^2$, onward is explained by the fact that the influence of the term $3\gamma^2\chi^2y$ is less than for broadband noise.

Coming back to the initial equation (22), we decomposed the initial variable $x$ into the sum of variables $y$ and noise $\chi$, which has practically no influence, since the dependencies for $x$ and $y$ are very similar (Figs. 3 and 5). Dropping the additive constituent of the noise from the equation for $y$, we get a clearly defined transition with an increase of noise intensity. From this we conclude that the initial equation describes a system in which a hidden nonequilibrium phase transition is induced by additive noise.

The transition under consideration is similar to the transition studied in the previous section, not only in the physical mechanism (autoparametrical and parametrical excitation, respectively), but also in the sense that both these transitions occur via on-off intermittency [27,28]. This is clearly visible from the shape of $y_r(t)$ [Fig. 6(b)]. Because of additive noise the intermittency for $x(t)$ is hidden [Fig. 6(a)]. As for a pendulum with randomly vibrated suspension axis and additive noise [28], the intermittency is defined more clearly for $b<b_{cr}$ [Fig. 6(a)].

FIG. 5. Dependencies of the first moments of the simulated solutions on $b^2$ obtained using bandpass filtered noise. (a) Variances $\sigma^2_y$ (curve 1), $\sigma^2_x$ (curve 2), and $\sigma^2_\chi$ (curve 3); (b) mean values $\langle y \rangle$ (curve 1) and $\langle y_r \rangle$ (curve 2).

FIG. 6. A phase transition via on-off intermittency. The time series of $x(t)$ (a) and (c), and $y_r(t)$ (b) for $b^2=20$ (a) and (b) and $b^2=4$ (c). The remaining parameters are the same as in Fig. 4.

At the current stage of investigation we have shown that an oscillator with quadratic nonlinearity may contain a mechanism for a phase transition induced only by additive noise. The strong influence of additive noise makes this transition undetectable in the initial equation, but we guess that it is possible to find a situation when the transition becomes well defined just by dropping some terms from the initial system equation. We leave this as an open question in the present paper.

B. Electromechanical vibrator

An electromechanical vibrator energized from a source of periodic alternating current has been considered in [21,14]. It consists of a sprung plate attracted to an electromagnet with a power supply circuit forming an oscillatory circuit. We demonstrated that under certain conditions powerful low-frequency oscillations of the plate can be excited [21,14]. Below we show that similar oscillations can also be excited in the case when the power source is random. The scheme of the vibrator with a random power source is presented in Fig. 7.

The equations of this vibrator can be written as

$$\frac{d^2}{dt^2} \left\{ \frac{L(x)I}{L_0} \right\} + 2\delta_1 \frac{dI}{dt} + \Omega^2_0 I = \xi(t),$$

$$\frac{d^2x}{dt^2} + 2\delta_2 \frac{dx}{dt} + \nu^2_0 x = F(x,I),$$

where $x$ is the plate displacement, $I$ is the current in the oscillatory circuit, $L(x) = L_0(1 + a_1x + a_2x^2 + a_3x^3 + \cdots)$ is the inductance of the coil with a core depending on the size of the clearance between the plate and the core, $\delta_1 = R/2L_0$ and $\delta_2 = \alpha/2m$ are the damping factors for the oscillatory circuit and the plate, respectively. $\Omega_0 = 1/\sqrt{L_0C_0}$ and $\nu_0 = \sqrt{k/m}$ are the corresponding natural frequencies, $F(x,I) = (I^2/2)(dL/dx)$ is the ponderomotive force acting on the plate, and $\xi(t)$ is a random process that is proportional the electromotive force of the power source. We set $\xi(t)$ to be described by the following equation:

$$\frac{d^2\xi}{dt^2} + 2\delta_3 \frac{d\xi}{dt} + \nu^2_0 \xi = \eta(t),$$

where $\eta(t)$ is a zero mean Gaussian process of spectral density $\sigma^2_\eta = 1/\tau$. The parameter $\tau$ is a characteristic time of the process.
where $\chi(t)$ is white noise. It follows from Eq. (31), that the spectral density of $\xi(t)$ peaks at the frequency $\omega$.

Numerical simulation of Eqs. (30) shows that from a certain value of the power source intensity, low-frequency oscillations of the plate appear. The dependence of the variance of these oscillations ($\sigma^2$) on $k^2$, which is proportional to the noise intensity, is illustrated in Fig. 8(a). The form of this dependence closely resembles the corresponding dependence for a pendulum with a randomly vibrated suspension axis and additive noise (see Fig. 1). We find from this plot that, for sufficiently large values of $k^2$, the dependence can be approximated by a straight line described by the equation $\sigma^2 = 0.3(k^2 - 0.025)$. Taking into account the similarity with the dependencies for noise-induced transitions in a pendulum, we can take the point where this straight line crosses the abscissa as the threshold of a noise-induced transition. Hence, the critical value of $k$ is equal to 0.158. Unlike the variance $\sigma^2$, the variance of the current fluctuations ($\sigma^2_\xi = T^2$) increases with an approximately constant rate as $k^2$ increases. The corresponding dependence is presented in Fig. 8(b) (curve 1). It can be approximated by the straight line $\sigma^2_\xi = 0.075k^2$. Owing to the presence of a quadratic nonlinearity, the mean value of the plate displacement is nonzero. The dependence of $\bar{x}$ on $k^2$ is also shown in Fig. 8(b) (curve 2).

Typically for noise-induced transitions that lead to the excitation of oscillations [28], for $k<k_{ct}$, one can detect on-off intermittency like behavior in oscillations of the variable $x$ [see, for example, Fig. 9(a)]. With increase of $k$ this effect disappears. An example of the oscillations of $x$, $I$, and $\xi$ for $k>k_{ct}$ is given in Fig. 9(b).

Power spectra of the random source and excited oscillations are shown in Fig. 10. It is clearly seen that we deal with high-frequency excitation. The mechanism responsible for the excitation seems to be similar to combination resonance.

As in the case of a pendulum with slight additive noise, noise-induced oscillations of the vibrator under consideration can be partially suppressed by additional harmonic action [27]. But, in contrast to the pendulum, the suppression occurs at low-frequency action rather than at high frequency. If the action frequency is high, the action has little or no effect on the variance of the plate oscillations. To describe the additional action, we add the term $a \cos \omega t$ to $\xi(t)$ on the right of the first equation of Eq. (30). Under low-frequency action a considerable constant displacement of the plate appears. Therefore, the study of the suppression is conveniently performed using the variance of the plate velocity instead of the plate displacement. The dependencies of this variance ($\sigma^2_{\chi}$) on the action amplitude $a$ for a fixed value of the action frequency $\omega$ and on $\omega$ for a fixed value of $a$ are shown in Fig. 11. We see that for a fixed value of the frequency ($\omega = 0.2$) the variance $\sigma^2_\chi$ initially decreases as the action amplitude increases, and then abruptly increases owing to excitation of oscillations at the frequency $\omega$. For a fixed value of the action amplitude, the dependence of $\sigma^2_\chi$ on $\omega$ has a minimum whose location depends on the amplitude $a$ [Fig. 11(b)].

**IV. TRANSITIONS INDUCED BY BOTH MULTIPLICATIVE AND ADDITIVE NOISE: STABILIZATION OF NOISE-INDUCED OSCILLATIONS BY ADDITIVE NOISE**

In this section we consider an example of a system under the combined action of additive and multiplicative noise. Both multiplicative and additive noise can induce a transition, and, what is especially interesting, a combination of their actions stabilizes noise-induced oscillations. To demon-
strate these effects, we use a standard epidemiological model for the description of seasonal oscillations of childhood infections, such as chickenpox, measles, mumps, and rubella, under the influence of variations of the contact rate of children susceptible to infection with infective children. This model has been studied in detail both in the case of periodic variation of the contact rate \[ @ \] and in the case of random variation of the contact rate \[ ! \]. Here we dwell only on one important aspect of this problem, namely, on the stabilizing influence of a combination of additive and multiplicative noise on the excitation of induced oscillations.

The model equations are

\[
\begin{align*}
S & = m(1 - S) - bSI, \\
E & = bSI - (m + a)E, \\
I & = aE - (m + g)I, \\
R & = gI - mR,
\end{align*}
\]

where \( S \) is the relative number of children susceptible to infection, \( E \) is the relative number of children exposed but not yet infective, \( I \) is the number of infective children, \( R \) is the number of children recovered and immune, \( 1/m \) is the average expectancy time, \( 1/a \) is the average latency period, \( 1/g \) is the average infection period, and \( b \) is the contact rate (the average number of susceptibles in contact yearly with infectives). Let us note that Eqs. (32) do not contain the variable \( R \); hence these equations can be considered independently of Eq. (33).

It is easy to show that Eqs. (32) for \( b = b_0 = \text{const} \) and for any values of the remaining parameters, have one aperiodically unstable singular point with coordinates \( S_\infty = 1, E_\infty = I_\infty = 0 \), and one stable singular point with coordinates

\[
S_0 = \frac{(m + a)(m + g)}{ab_0}, \quad E_0 = \frac{m}{m + a} \frac{m(m + g)}{ab_0}, \\
I_0 = \frac{am}{(m + a)(m + g)} \frac{m}{b_0}.
\]

If the parameter \( b \) varies with time then the variables \( S, E, \) and \( I \) will oscillate, and these oscillations will be executed around the stable singular point with coordinates (34). Therefore, it is convenient to substitute into Eqs. (32) the new variables \( x = S/S_\infty - 1, y = E/E_\infty - 1, \) and \( z = I/I_\infty - 1 \). Putting \( b = b_0[1 + b_1f(t)] \), where \( f(t) \) is a function describing the shape of the contact rate variation, we rewrite Eqs. (32) in the variables \( x, y, z \): \[ \]

\[
\begin{align*}
x + mx & = -b_0I_0[1 + b_1f(t)](x + z + xz) - b_0b_1I_0f(t),
\end{align*}
\]

FIG. 9. On-off intermittency in the vibrator. Examples of oscillations of the plate (\( x \)), of the current in the oscillatory circuit (\( I \)), and of the power source (\( \xi \)) for \( k = 0.08 \) (a) and \( k = 0.3 \) (b).

FIG. 10. The power spectra of the random power source (a) and of the solution \( x \) (b).
us drop the artificially multiplicative noise from Eqs. (35). In this case the variance of oscillations is equal to zero for $b_1 < b_{cr}$ and goes to infinity shortly after the noise intensity represented by the parameter $b_1$ exceeds its critical value. The same situation is observed if additive noise is absent but multiplicative noise is present. Now it is clear that the point $b_1 = b_{cr}$ is a point of noise-induced phase transition, which can be induced by both multiplicative and additive noise. The physical mechanisms responsible for this effect are likely to be the same as for the pendulum (Sec. II) and the nonlinear oscillator (Sec. III A), respectively.

It is even more interesting that the combined action of additive and multiplicative noise performs a stabilization of noise-induced oscillations: in this case the dependence of variance on noise intensity does not go to infinity. Again, as for previously considered models [28], the transition can be accompanied by the effect of on-off intermittency. In the absence of additive noise one can observe on-off intermittency near the threshold (Fig. 13).

V. CONCLUSIONS

We have studied in this paper the role of additive noise in noise-induced phase transitions and have shown that it can be nontrivial. We have found several phenomena by consideration of different typical models; each of them has demonstrated a certain aspect of the problem. Consideration of a pendulum under the action of multiplicative and additive noise has shown that, if a noise-induced transition occurs in

\[ \dot{y} + (m + a)y = (m + a)[(1 + b_1 f(t))(x + xz) + (m + a)b_1 f(t)], \]

\[ \dot{z} + (m + g)z = (m + g)y. \]

In Eqs. (35) the term $b_1 f(t)$ can be considered as an external action upon the system. This form of the equations clearly shows that this action is not only multiplicative, i.e., parametric, but additive as well.

Olsen and Schaffer [23] set the following values of the parameters: $m = 0.02\text{ year}^{-1}$, $a = 35.84\text{ year}^{-1}$, $g = 100\text{ year}^{-1}$, $b_0 = 1800\text{ year}^{-1}$, and $b_1 = 0.28$. These parameters correspond to estimates made for childhood diseases in first world countries. We follow them.

In [15] we supposed that the contact rate $b$ varies randomly with the main period equal to one year, i.e., $f(t) = \chi(t)$, where $\chi(t)$ is a random process that is a solution of the equation

\[ \dot{\chi} + 2\pi \chi + 6\pi^2 \chi = k\xi(t), \]

$\xi(t)$ is white noise, and $k$ is a factor that we choose so that the variance of $\chi(t)$ is equal to $1/2$. It is easily seen that the spectral density of $\chi(t)$ peaks at the frequency $\omega = 2\pi$.

Noise-induced oscillations appear as a result of a noise-induced phase transition. To show this let us consider Fig. 12, where the dependence of $\sigma^2$ on $b_1$ is presented. With an increase of noise intensity, the intensity of noise-induced oscillations is increased too. For rather large $b_1 > b_{cr}$ this dependence can be approximated by a straight line. The intersection point of this line and the abscissa can be taken as a point of a transition—a threshold value $b_{cr}$. To prove it let us drop the artificially multiplicative noise from Eqs. (35). In

\[ \dot{x} + 2\pi x + 6\pi^2 x = k\epsilon(t), \]

\[ \dot{y} + (m + a)y = (m + a)[(1 + b_1\xi(t))(x + xz) + (m + a)b_1\xi(t)], \]

\[ \dot{z} + (m + g)z = (m + g)y. \]
the presence of additive noise, it is blurred by this noise and becomes hidden. We have presented results of an analytical study confirmed by numerical simulations. By the examples of Sec. III we have demonstrated that there are mechanisms which allow additive noise alone to induce a hidden transition. Consideration of an epidemiological model has shown that, moreover, there exist nonlinear systems in which only the combined action of multiplicative and additive noise causes stable noise-induced oscillations. In such systems the joint influence of additive and multiplicative noise can be interpreted as the stabilization of noise-induced oscillations. In the present study we have considered only transitions that, moreover, there exist nonlinear systems in which only these noises are zero mean value and uncorrelated with $A$. The intensities of these noises are $K_1$, $K_2$, $K_1$, and $K_2$, respectively. We note that equation in the case with $\kappa_2=0$ Eqs. (37) differ from that derived in [26]. The reason is that there the variable $u = \ln A$ in place of $A$ was used, i.e., the correlation between the noise $\xi(t)$ and the amplitude $A$ was implicitly ignored [14,14,25].

**APPENDIX B: CALCULATIONS IN THE CASE WITH ADDITIVE NOISE**

The dependence of the mean amplitude squared on the multiplicative noise intensity in the case where additive noise also acts on the pendulum can be calculated as follows. Upon integrating Eq. (19) over $\phi$ and calculating the integral within the exponential, we obtain

$$w(A) = 2\pi A w(A,\phi) = CA^2(A^2 + q/a)^{3(q-1)/2(1 + \eta)} \times \exp \left( -\frac{3aA^2}{2(1 + \eta)} \right).$$

(B1)

It follows from the normalization condition that

$$C^{-1} = \int_0^\infty A^2(A^2 + q/a)^{3(q-1)/2(1 + \eta)} \exp \left( -\frac{3aA^2}{2(1 + \eta)} \right) dA.$$

(B2)

The integral on the right-hand side of Eq. (B2) can be expressed in terms of a Whittaker function [32]. As a result we find

$$C^{-1} = \sqrt{\frac{\pi}{4a^2\mu q^{1/2}}} \left( \frac{3}{2(1 + \eta)} \right)^{-\mu - 1/2} \exp \left( \frac{3q}{4(1 + \eta)} \right) \times W_{\mu-1,\mu} \left( \frac{3q}{2(1 + \eta)} \right),$$

(B3)

where $\mu = 3(\eta + q)/4(1 + \eta)$.

We obtain the expression for $C$ in explicit form in the limiting case when the additive noise intensity is small compared to that of the multiplicative noise, so that $q \ll 1$.

(B4)

In this case we can use a representation of the Whittaker function $W_{\lambda,\mu}(z)$ in terms of two other Whittaker functions $M_{\lambda,\mu}(z)$ and $M_{-\lambda,-\mu}(z)$ [32]:

$$W_{\lambda,\mu}(z) = \frac{\Gamma(-2\mu)}{\Gamma(1/2 - \mu - \lambda)} M_{\lambda,\mu}(z) + \frac{\Gamma(2\mu)}{\Gamma(1/2 + \mu - \lambda)} M_{-\lambda,-\mu}(z).$$

(B5)

We then expand each of the functions $M_{\lambda,\mu}(z)$ and $M_{-\lambda,-\mu}(z)$ in powers of $z$ [32]:

$$W_{\lambda,\mu}(z) = \sqrt{\frac{\pi}{4a^2\mu}} \left( \frac{3}{2(1 + \eta)} \right)^{\mu - 1/2} \exp \left( \frac{3q}{4(1 + \eta)} \right) \times \left( 1 + \frac{1 - 2(\lambda - \mu)}{2(1 + 2\mu)} z + \cdots \right)$$

$$+ \frac{\Gamma(2\mu)}{\Gamma(1/2 + \mu - \lambda)} M_{-\lambda,-\mu}(z).$$

(B6)

Substituting Eq. (B6) into Eq. (B3) we get

$$C^{-1} = \sqrt{\frac{\pi}{4a^2\mu}} \left( \frac{3}{2(1 + \eta)} \right)^{\mu - 1/2} \exp \left( \frac{3q}{4(1 + \eta)} \right) \times \left( 1 + \frac{1 - 2(\lambda + \mu)}{2(1 - 2\mu)} z + \cdots \right).$$

(B7)

The expression (14), obtained in the absence of additive noise, follows at once from Eq. (B7) for $q \rightarrow 0$.

The probability distribution (B1) for $q \neq 0$ differs essentially from Eq. (15): first, it is not a $\delta$ function for $\eta < 0$ and, secondly, $w(A) \neq 0$ for $A = 0$.

Using Eqs. (B1) and (B3) we can calculate $\langle A \rangle$ and $\langle A^2 \rangle$. For example, for $\langle A^2 \rangle$ we obtain

$$a\langle A^2 \rangle = \sqrt{\frac{3q(1 + \eta)}{2}} \frac{W_{\mu-3/2,\mu+1/2}(3q/2(1 + \eta))}{W_{\mu-1,\mu}(3q/2(1 + \eta))}.$$
Taking into account the recursion relation [32]

\[ W_{\lambda, \mu}(z) = \sqrt{\zeta} W_{\lambda - 1/2, \mu + 1/2}(z) + (\frac{1}{2} - \lambda - \mu) W_{\lambda - 1, \mu}(z), \]

the expression (B8) can be rewritten as

\[ a(A^2) = (1 + \eta) \left( 1 - (\frac{1}{2} - 2\mu) \frac{W_{\mu - 2, \mu}(3q/2(1 + \eta))}{W_{\mu - 1, \mu}(3q/2(1 + \eta))} \right). \]

(B9)

The expression for \( \langle A^2 \rangle \) can be obtained in explicit form only with the constraint (B4). Using Eq. (B6) we find for \( W_{\mu - 2, \mu}(z) / W_{\mu - 1, \mu}(z) \) the following approximate expression:

\[
\begin{align*}
\frac{W_{\mu - 2, \mu}(z)}{W_{\mu - 1, \mu}(z)} &\approx \frac{2}{(3 - 4\mu)} \left[ \frac{\sqrt{\pi}}{2} \Gamma(-2\mu)z^\mu(1 - 2\mu) \right. \\
&\times \left[ 2(1 + 2\mu) + 5z \right] + \Gamma(2\mu) \Gamma(\frac{1}{2} - 2\mu) \\
&\times \left( 1 - \frac{4\mu}{3} \right) z^{-\mu}(1 + 2\mu) [2(1 - 2\mu) \\
&+ (5 - 4\mu)z] \left( \frac{\sqrt{\pi}}{2} \Gamma(-2\mu)z^{\mu}(1 - 2\mu) [2(1 + 2\mu) + 3z] + \Gamma(2\mu) \Gamma(\frac{1}{2} - 2\mu) z^{-\mu} \\
&\times (1 + 2\mu) [2(1 - 2\mu) + (3 - 4\mu)z] \right]^{-1}. \\
\end{align*}
\]

(B10)

Substituting Eq. (B10) in Eq. (B9) we get the required Eq. (20).

[16] We call the transitions considered in this paper noise-induced phase transitions. In our terminology we follow the concept suggested by Haken in [33], where he shows that the name phase transitions can be used for the transitions considered by us on the basis of analogy with phase transitions in equilibrium systems. Such a name expresses that these new transitions are closely akin to the classical equilibrium phase transitions and to a more recent class of nonequilibrium phase transitions (see also the Introduction in [9]). However, there is also another point of view [13,12], arguing that the name noise-induced phase transitions can be used only for transitions in spatially extended systems.
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Among all the counterintuitive phenomena observed in nonlinear systems with noise (such as stochastic resonance [1], noise-induced transport [2], coherence resonance [3], resonant activation [4], etc.) an important place is occupied by noise-induced transitions. Discovered in the 1980s [5] and confirmed by numerous experiments (see, for example, [6]), nois-induced transitions have attracted intense attention due to the surprising ability of noise to produce order in the system. These transitions can be characterized by a qualitative change in the probability distribution of the system (e.g., by a change in the number of maxima). In the 1990s other kinds of transitions were found, such as those giving rise to noise-induced oscillations in single nonlinear oscillators [7,8]. On the other hand, systems of spatially coupled overdamped oscillators have been recently shown to display noise-induced phase transitions. In this case, contrary to the previous phenomena, the system exhibits ergodicity breaking and the transition can be characterized by standard tools in equilibrium statistical mechanics [9]. Several models have exhibited so far the existence of noise-induced second-order (continuous) phase transitions leading to the creation of a nonzero mean field [9–12]. In [13] it was shown that noiseneduced phase transitions can also be of first order (discontinuous).

In the majority of the above-mentioned studies, phase transitions are induced by multiplicative noise. However, recent results [14–16] have shown that additive noise can play a crucial role in this phenomenon, and even induce a transition by itself. Such an influence has been observed both in oscillatory [14] and in nonoscillatory (overdamped) systems [15,16]. The present Rapid Communication shows that additive noise can also induce first-order nonequilibrium transitions in spatially extended systems. These are pure noise-induced phase transitions, in the sense that they do not exist in the system in the absence of noise. The study is performed on a nonlinear lattice of coupled stochastic overdamped oscillators introduced in [11] and further studied in [15,16,18,19]. It is described by the following set of Langevin equations:

\[ \dot{x}_i = f(x_i) + g(x_i)\xi_i(t) + \frac{D}{2d} \sum_j \left( x_j - x_i \right) + \xi(t), \]

where \( x_i(t) \) represents the state of the \( i \)-th oscillator, and the sum runs over all nearest neighbors of cell \( i \). The strength of the coupling is measured by \( D \), and \( d \) is the dimension of the lattice, which has \( N = L^d \) elements. The noise terms \( \xi_i(t) \) and \( \xi(t) \) are mutually uncorrelated, Gaussian distributed, with zero mean and white in both space and time,

\[ \langle \xi_i(t)\xi_j(t') \rangle = \sigma_x^2 \delta_{ij} \delta(t - t'), \]

\[ \langle \xi(t)\xi(t') \rangle = \sigma_x^2 \delta(t - t'). \]

For the sake of simplicity, the functions \( f(x) \) and \( g(x) \) are taken to be of the form [11]

\[ f(x) = -\alpha(x^2 + x^2)^2, \quad g(x) = \alpha x^2, \]

so that two different sources of additive noise can be considered to exist in this system: the first one, controlled by \( \sigma_x \), is completely uncorrelated with the multiplicative noise; the second one, controlled by \( \alpha \), is strongly correlated with it.

The behavior of this system can be analytically studied by means of a standard mean-field theory (MFT) procedure [9]. The mean-field approximation consists of replacing the nearest-neighbor interaction by a global term in the Fokker-Planck equation corresponding to Eq. (1). In this way, one obtains the following steady-state probability distribution \( w_{st} \) :

\[ w_{st}(x,m) = \frac{C(m)}{\sqrt{\sigma_x^2 g^2(x) + \sigma^2}} \exp \left[ 2 \int_0^x \frac{f(y) - D(y - m)}{\sigma^2 g^2(y) + \sigma_x^2} dy \right], \]

where \( C(m) \) is a normalization constant and \( m \) is a mean field, defined by the equation

\[ m = \int_{-\infty}^{\infty} x w_{st}(x,m) dx. \]

By solving Eq. (6) self-consistently with respect to the variable \( m \), one can find transitions between ordered (\( m \neq 0 \)) and disordered (\( m = 0 \)) phases. As shown in [11], for \( a = 1 \) and \( \sigma_x = 0 \) the system exhibits a disorder-order phase transition, followed by a reentrant transition back to disorder, both induced by multiplicative noise. When \( a \) or \( \sigma_x \) are used to control the system, additive noise is seen to lead to similar transitions [15,16]. In all cases, the transition (which exists only in the presence of noise) is of second order. But when the complete system is analyzed more carefully, new aspects
arise. Figure 1 shows order-disorder transition lines in the plane $(a,D)$ for $\sigma^2 = 0$ and two different intensities of the multiplicative noise (curve 1, $\sigma^2 = 1.6$; curve 2, $\sigma^2 = 3.0$). The dashed region (starting with the dot) corresponds to the coexistence of the disordered and ordered phases.
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**FIG. 1.** Phase transition boundaries on the plane $(a,D)$ for $\sigma^2 = 0$ and two different intensities of the multiplicative noise $(\sigma^2 = 1.6$; curve 1, $\sigma^2 = 3.0$). The dashed region (starting with the dot) corresponds to the coexistence of the disordered and ordered phases.

that MFT overestimates the size of the coexistence region. This effect, analogous to what was observed for multiplicative-noise-induced transitions [11], can be explained in terms of an "effective potential" derived for the system at short times (see the discussion below). For instance, as $a$ increases the system leaves the disordered phase not when this state becomes unstable but earlier, when the potential minima corresponding to the ordered states become much lower than the minimum corresponding to the state $m=0$. It should also be mentioned that the numerical simulations did not show hysteresis, because in the coexistence region the system occupied any of the three possible states, independently of the initial conditions. This fact can be explained by the small size of the simulated system, which permits jumps between steady states when the system is sufficiently perturbed (e.g., by slightly changing the parameter $a$).

Now we consider the second kind of additive noise present in the system, namely, the one uncorrelated with the multiplicative noise ($a = 0$ and $\sigma^2 \neq 0$). MFT results are presented in the phase diagram of Fig. 3, which shows transitions lines in the plane $(\sigma^2, D)$ for three different values of the additive noise intensity $\sigma^2$. A coexistence region is again found in the disorder-order transition (left) branch for all three values of $\sigma^2$. For points in the dashed region (inset plot in Fig. 3), the system is in a disordered phase for small and large values of $\sigma^2$, and in an ordered phase for intermediate values of this parameter. Hence, in that region additive noise is able to induce two consecutive phase transitions from disorder to order and back to disorder. The character of the first transition is very sensitive to the parameter values: as can be clearly seen in Fig. 4 (curves 1 and 2), for very close values of $D$ and $\sigma^2$, additive noise can induce either a second- or a first-order phase transition. Note also that, if we consider the multiplicative noise intensity as a control parameter, the width of the coexistence region as predicted by MFT decreases with an increase of the additive noise intensity.

![Figure 2](image2.png)

**FIG. 2.** First-order phase transition induced by additive noise. Order parameters $m$, $m_n$ vs $a$ for $D = 20$, $\sigma^2 = 3.0$ and $\sigma^2 = 0.0$. MFT predictions (solid line) and numerical simulations (diamonds) are presented. The dotted line delimits the coexistence region exhibited by MFT. The unstable state is plotted by the dashed line.

Numerical simulations for this kind of additive noise are shown as diamonds in Fig. 2, again for a two-dimensional lattice with $L = 32$. MFT overestimates once more the loca-
tion of the transition, hence if, according to MFT, a transition is observed for $D = 4.15$, in numerical simulations it occurs for $D = 6.5$. The region of possible hysteresis for this set of parameters is too thin to be shown in Fig. 4; this fact is also confirmed by numerical simulations. But if we slightly increase $D$, hysteresis appears [17]. For example, for $D = 7.0$ the hysteresis region spans even from $\sigma_z^2 = 0.0$ to $0.2$.

We have thus seen so far that numerical simulations qualitatively confirm the existence of a first-order phase transition induced by additive noise in this system, as predicted by MFT. We note that in the two limiting cases of correlation between multiplicative and additive noise, the transition occurs. We also note that variation of both the multiplicative noise intensity and the coupling strength can change the order of this transition.

Let us now present a possible physical mechanism behind this effect. In [16,18] it was argued that the short-time evolution of the average value of the local field can be described by the equation

$$\dot{x} = f(x) + \frac{\sigma_z^2}{2} g(x) g'(x),$$

for which an “effective” potential can be derived. It is described by $U(x) = U_0(x) + U_{\text{noise}} = -\int f(x) dx - \sigma_z^2 g(x) g'(x)/4$, where $U_{\text{noise}}$ represents the influence of the multiplicative noise. We can trace the behavior of this potential in the presence of multiplicative noise, for the case $\sigma_z^2 = 0$ and nonzero $a$. Its evolution for increasing $a$ is shown in Fig. 5. This approach can be clearly seen to successfully explain the mechanism of the first-order transition: first, only the zero state is stable (curve 1), then there is a region where three stable states coexist (curve 2), and finally, the disordered state becomes unstable (curve 3). This approach also explains why a variation of the multiplicative noise intensity influences the order of the transition: for another (lower) $\sigma_z^2$ there is no region where ordered and disordered phases simultaneously exist. We emphasize that the “effective” potential is derived only for short-time evolution, and should not be confused with the “stochastic” potential [5], which for this system remains always monostable. For the other case of correlation between multiplicative and additive noise, in the region of additive noise induced transition, the “effective” potential always has three minima (two symmetric minima are lower than the central one). Overcritical additive noise causes an escape from zero state and leads to the transition. Hence, the “effective” potential approximation does not explain all results of MFT: it explains well the transition but not an existence of threshold in the additive noise intensity. It is important to add that the transition under consideration has much in common with the phenomenon of stochastic resonance: in both cases there is a multistability, and there exists an optimal value of the additive noise intensity for which the ordering is the most effective one. This similarity is limited by the fact that here the multistability is induced only in short-time terms, and there is no external signal to be synchronized with (see also [16]).

In conclusion, we have reported the existence of nonequilibrium first-order phase transitions induced by additive noise. Such a phenomenon can be expected to be experimentally observed [18] in systems exhibiting shifts in a transition induced by multiplicative noise. Possible candidates could be photosensitive chemical reactions [20,21], liquid crystals.
[22,23], and Rayleigh-Bénard convection under a fluctuating temperature gradient [24]. It should also be mentioned that another form of coupling, Swift-Hohenberg, is possible in the presented model. In that case, one can observe ordered spatial patterns appearing as a result of a first-order phase transition induced by additive noise.

The results presented here open up several questions. First, it should be determined whether the behaviors reported and observed are universal. Second, one should investigate the translation of these effects into other phenomena, such as globally synchronized oscillations in subexcitable media [25], transport properties in coupled ratchets [26], and relation between noise-induced transitions and stochastic resonance in systems with external forcing. Finally, these results could be of relevance for the stochastic modeling of transitions and irregular oscillations that have been explained in the frames of deterministic theory [8,14,27].

It is a pleasure to thank J. Kurths for useful discussions. A.Z. acknowledges financial support from MPG (Germany) and J.G.O. from DGES (Spain).

[17] The hysteresis may appear if we slowly change $c^*$ during integration, i.e., the solution $x_i$ for the previous value $c^* = c - \Delta c$ is the initial condition for the next point $c^* = c$ by a monotonical variation of $c^*$, where $c^*$ is a control parameter (a or $\sigma_0^2$) and varied upwards and downwards.
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We consider a nonlinear lattice with spatial coupling under the influence of multiplicative and additive noise. In contrast to other studies, we pay attention mainly to the role of the additive noise and show that additive noise, much like multiplicative noise, is able to induce spatial patterns. The reason is that the increase of additive noise causes a nonequilibrium phase transition that manifests itself in the formation of ordered spatial patterns. The presence of the additive noise correlated or uncorrelated with the multiplicative noise is a necessary condition of the phase transition. We review the mean field theory for this model and show that this theory predicts a reentrant phase transition caused by additive noise. Theoretical predictions are confirmed by numerical simulations. [S1063-651X(98)12510-2]
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I. INTRODUCTION

Over the past two decades nonlinear systems with noise have been continuously attracting attention. The reason is the ordering role of noise in such phenomena as stochastic resonance [1], noise-induced transport [2], or noise-induced transitions [3]. A large variety of models [4–12] appear to demonstrate nonequilibrium noise-induced phase transition. In these studies only multiplicative noise is shown to be the reason for the transition and much less attention has been paid to the role of additive noise. Recently, we started to study the influence of an additive noise on noise-induced transitions. It was shown that this influence can be crucial because the additive noise may shift the boundaries of the noise-induced phase transition [13] or even cause these transitions [13,14].

In the present paper we continue to study the influence of additive noise on noise-induced phase transitions. We consider the role of the additive noise in the formation of the ordered spatially inhomogeneous patterns. For this we investigate a paradigmatic model introduced in [7] (for the history of the subject see also [15–18]). As noted in [19], investigation of this model is helpful for the understanding of results of experiments on electrohydrodynamic convection in nematic liquid crystals with thermal fluctuations (additive noise) and an external stochastic voltage (multiplicative noise). We show that this model displays noise-induced spatial patterns with an increase of additive noise. After exceeding an optimal level of the additive noise a further increase destroys the structures again.

First we review mean field theory for this model [7]. The theory predicts the existence of the reentrant phase transition by increasing the additive noise for two limiting cases of correlation between both additive and multiplicative noises. The transition manifests itself in breaking the symmetry and appearing ordered spatial structures. Next we perform numerical calculations and confirm some results of the theoretical considerations. After a discussion about understanding of the phenomena observed we summarize results obtained.

II. MODEL AND MEAN FIELD THEORY

We consider a scalar field \( x_r \) defined on a spatial lattice with points \( r \). The time evolution of the field is described by a set of Langevin equations [7]

\[
\dot{x}_r = f(x_r) + g(x_r)\xi_r + \mathcal{L} x_r + \xi_r, \quad (1)
\]

with \( f \) and \( g \) defined as

\[
f(x) = -x(1 + x^2)^2, \quad g(x) = a^2 + x^2 \quad (2)
\]

and \( \xi_r, \xi_r \) independent zero-mean-value Gaussian white noise sources

\[
\langle \xi_r(t)\xi_r(t') \rangle = \sigma^2_\xi\delta_{t,t'}, \delta(t-t'), \quad (3)
\]

\[
\langle \xi_r(t)\xi_r(t') \rangle = \sigma^2_\xi\delta_{t,t'}, \delta(t-t'). \quad (4)
\]

We note that such a form of the function \( g(x) \) implies that the parameter \( a \) is responsible for an additive noise strongly correlated with the multiplicative one. To gain knowledge about the influence of additive noise on the noise-induced phase transition we study two different problems. First the constant contribution \( a^2 \) of the multiplicative noise \( \xi_r \) is changed, setting \( \sigma^2_\xi = 0 \). The origin one could see, for instance, in a decomposition of the multiplicative noise into two parts \( g(x)\xi_r = a^2\xi_r^1 + x^2\xi_r^2 \). Changing the parameter \( a \) would imply an increase or a decrease of additive noise \( a^2\xi_r^1 \) strongly correlated with the multiplicative one. We prove that the constant contribution of that noise is essential for the nonequilibrium phase transition. Only in the presence of the additive component with an optimally selected value does the system exhibit spatially disordered states.

A different situation is the variation of the noise intensity \( \sigma^2_\xi \). It models additive noise independently of the multiplicative one. In that case we set \( a = 0 \). Again we will find a strong influence of the additive noise \( \xi \).

The spatial coupling in the model is described by the coupling operator \( \mathcal{L} \) [see Eq. (1)], which is a discretized version of the Swift-Hohenberg coupling term \(-D(q_0^2 + \nabla^2)\):
Here $e_i$ are the unit vectors associated with the cubic lattice of the dimension $d$, and $\Delta$ is the lattice space.

The conditions of phase transition can be found using generalized Weiss mean field theory [7]. According to this theory, we replace the value of the scalar variable $x_r$ at the sites coupled to $x_r$ by its averaged value, assuming the specific nonuniform average field

$$\langle x_r \rangle = \langle x \rangle \cos k \cdot (r-r').$$  \hspace{1cm} (6)

Substituting Eq. (6) into Eq. (5) we get for $x_r$

$$\dot{x} = f(x) + g(x) \xi + D \omega(k)x - D_{eff}(x-\langle x \rangle) + \xi,$$  \hspace{1cm} (7)

where

$$D_{eff} = \left[ \frac{2d}{\Delta^2} - q_0^2 \right] + \frac{2d}{\Delta^2} + \omega(k) \right] D$$  \hspace{1cm} (8)

and

$$\omega(k) = -D \left[ q_0^2 - \frac{2}{\Delta^2} (2 - \cos k_x \Delta - \cos k_y \Delta) \right]^2.$$  \hspace{1cm} (9)

The expression for $\omega(k)$ can be obtained if one considers how $\mathcal{L}$ acts on a plane wave $e^{ik \cdot r}$ for the case of a two-dimensional lattice:

$$\mathcal{L} e^{ik \cdot r} = \omega(k) e^{ik \cdot r}.$$  \hspace{1cm} (10)

Note that for $|k| \ll 2 \pi/\Delta$ the dispersion relation $\omega(k)$ reduces to the relation for the continuous Swift-Hohenberg model: $-D(q_0^2 - |k|^2)^2$. For the most unstable mode in the discrete case $\omega(k) = 0$ (see [7]).

Now the value $\langle x \rangle$ plays the role of the amplitude of the spatial patterns with an effective diffusion coefficient $D_{eff}$.

The Fokker-Planck equation corresponding to Eq. (7) in the case $\omega(k) = 0$ is

$$\frac{\partial w}{\partial t} = -\frac{\partial}{\partial x} \left[ f(x) - D_{eff}(x-\langle x \rangle) \right] w - \frac{\sigma_k^2}{2} \left( g(x) \frac{\partial}{\partial x} [g(x)w] \right) - \frac{\sigma_k^2}{2} \frac{\partial w}{\partial x}.$$  \hspace{1cm} (11)

For this equation it is possible to find the exact steady state probability, parametrically dependent on $\langle x \rangle$

$$w_\alpha(x) = \frac{C(\langle x \rangle)}{\sqrt{\sigma_k^2 g^2(\langle x \rangle) + \sigma_k^2}} \exp \left( 2 \int_0^\infty \frac{f(y) - D_{eff}(y-\langle x \rangle)}{\sigma_k^2 g^2(y) + \sigma_k^2} dy \right).$$  \hspace{1cm} (12)

where $C(\langle x \rangle)$ is the normalization constant determined by

$$C(\langle x \rangle) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{\sigma_k^2 g^2(x) + \sigma_k^2}} \exp \left( 2 \int_0^\infty \frac{f(y) - D_{eff}(y-\langle x \rangle)}{\sigma_k^2 g^2(y) + \sigma_k^2} dy \right) dx.$$  \hspace{1cm} (13)

For the value $\langle x \rangle$ we obtain

$$\langle x \rangle = \int x w_\alpha(x,\langle x \rangle) dx,$$  \hspace{1cm} (14)
which is nonlinear equation for the unknown value \( \langle x \rangle \) and closes the system of equations.

Solving Eq. (13), we can calculate boundaries of phases with \( \langle x \rangle \neq 0 \) (order) and \( \langle x \rangle = 0 \) (disorder) for specific \( k \) whose modes are excited first. Nonzero solution of Eq. (13) means excitation of the corresponding mode and hence existence of the phase transition. Due to the special form of the spatial coupling, the transition manifests itself in a formation of ordered spatial patterns with the wave number defined by the parameter \( q_0 \).

The computation of Eq. (13) shows that the condition for the existence of nonzero solutions is

\[
\left. \frac{dF}{dm} \right|_{m=0} \geq 1.
\]  

(14)

We note that for rather large \( D \) four nonzero roots (two stable and two unstable) of Eq. (13) may be observed. It is an open question whether this indicates that additionally also noise-induced first-order phase transition may be found in this model (to this point see also [19,20]).

**III. ADDITIVE NOISE AND NOISE-INDUCED TRANSITION**

First we study the case if an additive noise is strongly correlated with multiplicative noise (in this case \( \sigma_z^2=0 \)). For different values of \( a \) the boundary of the phase transition on the plane \((\sigma_z^2,D)\) is shown in Fig. 1. As it is seen from this plot, the reentrant phase transition occurs for the specific value of \( a \) with the increase of \( \sigma_z^2 \) [7]. Solving Eq. (13) for other values of \( a \), we find that as \( a \) decreases the boundary of the phase transition significantly drops and is right shifted (see Fig. 1). Hence there is a set of parameters \((\sigma_z^2,D)\) for which the reentrant phase transition occurs with the increase of \( a \) (dashed region in Fig. 1). This means that for fixed values of \( \sigma_z^2 \) and \( D \) an increase of additive noise intensity will first induce the spatial patterns and then destroy them. We note that this phase transition is possible only in the presence of multiplicative noise. The corresponding dependence of the order parameter \( \langle x \rangle \) on the control parameter \( a \) is shown in Fig. 1(b).

Now we study the case where the additive noise is uncorrelated (independent) from the multiplicative noise \((a=0,\ \sigma_z^2 \neq 0)\). As Fig. 2 shows in this case the behavior of the system is qualitatively the same: For fixed parameters \((D,\sigma_z^2)\) an increase of the multiplicative noise intensity \( \sigma_z^2 \) causes the noise-induced phase transition. Hence for large enough coupling \( D \) one expects the formation of the spatially ordered patterns if \( \sigma_z^2 \) exceeds it critical value. As concerns the influence of the additive noise on the transition, an amplification of the additive noise intensity shifts the transition boundaries and therefore causes the reentrant disorder-order-disorder nonequilibrium phase transition. It can be clearly seen if one take a point with fixed parameters \((D,\sigma_z^2)\) from the dashed region in the Fig. 2: With an increase of \( \sigma_z^2 \) this point first belongs to the disordered phase, then to the ordered one, and then again to the disordered phase.

**IV. NUMERICAL SIMULATIONS**

We check the relevance of the theory presented above by numerical simulations of the initial equations (1). We use an Euler scheme for stochastic differential equations interpreted in the Stratonovich sense [21,22]. The time step has been set \( \Delta t=5 \times 10^{-4} \). For simulations we integrate the scalar field \( x_r(t) \) on a two-dimensional square lattice \( 128 \times 128 \) with conditions \( x_r=0 \) and \( \mathbf{n} \cdot \nabla x_r=0 \) at the boundaries. Here \( \mathbf{n} \) is the vector normal to the boundary.

First we set \( \sigma_z^2=0 \) and \( a \neq 0 \). The remaining parameters are \( D=1, \ q_0=0.7, \ \Delta=0.5, \ \text{and} \ \sigma_z^2=1.8 \). For these values the mean field theory predicts the existence of spatial patterns of the most unstable mode \( |k|=1.0478 \) for \( a=1 \). For additive noise intensities significantly larger than this value, for example, \( a=10.0, \) or significantly smaller, \( a=0.1, \) according to the mean field theory no spatial patterns will be exhibited.

In Fig. 3 the picture of the field after 100 time units has been plotted for three different noise intensities. Clearly one can see the appearance of the spatial patterns with the increase of the additive noise and its further destruction. These calculations confirm the predictions of the mean field theory for the case of correlated additive noise.

The ordered patterns in Fig. 3(b) have rotational symmetry, which can be clearly observed in the two-dimensional
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**FIG. 3.** Snapshots of the field for \( D=1.0, \ \sigma_z^2=1.8, \ \text{and} \ \sigma_z^2=0 \). The parameter \( a \) is equal to (a) 0.1, (b) 1.0, and (c) 10.0. The increase of the additive noise induces spatial patterns. The scalar field from minimum to maximum value is coded in accordance with the color scale shown in the same figure.
Next we consider the case of uncorrelated additive noise, in which \(a = 0\) and \(\sigma^2 \neq 0\). Numerical simulations show that the behavior of the model is quite similar to the case of the correlated additive noise. An increase of the additive noise causes the formation of the rotationally symmetric spatial patterns. A further increase of the additive noise destroys this pattern (see Fig. 5). These results are also in good agreement with the predictions of mean field theory.

V. DISCUSSION

Now we discuss the mechanism providing the appearance of the ordered spatially patterns with the increase of the additive noise and its further destruction. The appearance of the ordered state is a manifestation of the phase transition, so one should understand which factors lead to this transition. To do this, let us follow the argumentation suggested in [6] to give an explanation of the phase transition induced by the multiplicative noise but now influenced by the additive noise.

For a single element of the lattice the time evolution of the first moment is given simply by the drift part in the Fokker-Planck operator, which reads (Stratonovich case)

\[
\langle \dot{x} \rangle = \langle f(x) \rangle + \frac{\sigma^2}{2} g(x)g'(x). \tag{15}
\]

As it was argued in [6], the evolution over short times of an initial \(\delta\) function is well approximated by a Gaussian whose extremum obeys

\[
\ddot{x} = f(x) + \frac{\sigma^2}{2} g(x)g'(x). \tag{16}
\]

Here \(\ddot{x} = \langle x \rangle\) is the maximum of the probability, which is the average value in this approximation. For this dynamics one is able to introduce a potential \(U(x) = U_0(x) + U_{\text{noise}} = -\int f(x)dx - \sigma^2 g^2(x)/4\), where \(U_0(x)\) is the unperturbed potential and \(U_{\text{noise}} < 0\) describes the action of the noise. In the case under consideration \(U_0(x) = x^2(1 + x^2 + x^4/3)/2\), which is monostable with a minimum at \(x_0 = 0\).

Let us consider how additive noise modifies the potential \(U(x)\). We start with the case of \(\sigma^2 = 0\) and additive noise is included in the equations through \(g(x) = a^2 + x^2\) by the constant \(a\). For small \(a\) the potential \(U(x)\) remains monostable and there is no possibility of a phase transition in the system. If we increase \(a\), i.e., the intensity of the correlated additive noise, the potential \(U(x)\) becomes bistable if \(a > a_{\text{crit}} = 1/\sqrt{\sigma^2}\) [see Fig. 6(a)]. For sufficiently strong coupling this bistability will be the reason for the local ordered regions at short time scales, which coarsen and grow with time. Hence the additive part of the noise in the function \(g\) is essential for the occurrence of the nonequilibrium phase transition.

The situation with uncorrelated additive noise (\(a = 0\) and \(\sigma^2 \neq 0\)) is more complicated. In this case the state \(x = 0\) always remains stable since the noisy part \(U_{\text{noise}}(x) \propto x^4\) [see Fig. 6(b)]. Nevertheless, as it is seen from this figure, for

![FIG. 4. (a) 2D Fourier transform of the pattern shown in Fig. 3(b). Rotational symmetry is observed. (max.min) values are (1337,0.1). (b) Fourier transform averaged over angles for \(D = 1.0\) and \(\sigma^2 = 1.8\). Values of parameter \(a\) are shown in the figure. (c) Dependence of \(S_{\text{max}}\) on \(a\).](image-url)
large enough intensity \( \sigma^2 \), in addition to the stable state \( x_0 \), the potential \( U(x) \) has two minima more, precisely if \( \sigma^2 > 4 \). Therefore, in this case the phase transition is a result of hard excitation and requires independent additive noise. Sufficiently large additive noise causes escapes from the central minimum and the system does not return if the new minimal states are lower than the central one. This argumentation can be considered as an intuitive explanation of the observed noise-induced phase transition by uncorrelated additive noise.

Another interesting finding to be mentioned is the relation between phenomena discussed and the well-known problem of stochastic resonance (SR). Namely, we trace the parallels between the nonmonotonic behavior of the signal to noise ratio (SNR) in SR phenomena and the reentrant phase transitions dependent on the additive noise.

Let us consider possible reasons for this similarity. For that purpose we reformulate the process of ordering in the bistable potential \( U(x) \) as a situation typically occurring in SR. The influence of the neighbors supplied by the coupling serves as a driving force for the single system in the lattice with a bistable potential. Under this influence every single system is trying to obey the rules of the whole system, for example, to choose the proper minimum of a potential. Accordance with stochastic resonance becomes evident since this information is best transmitted to the single system if the intensity of an additive noise is optimally selected. For smaller and larger values of noise intensity the ordering process is not effective as in stochastic resonance. As a result and quite analogously to the shape of the SNR, the maximum of the structure function behaves nonmonotonically dependently on the parameter \( a \). The similarities are obviously bounded since in SR the input is independent from the reaction of the system. In our case it differs due to the mutual interaction between the elements of the lattice. It determines the structure of the output, which plays the role of the input for another element.

VI. CONCLUSION

In conclusion, we have shown by the example of the nonlinear model with coupling term similar to that of Swift and Hohenberg that an increase of the additive noise may surprisingly induce ordered spatial patterns. The reason is the reentrant phase transition caused by the additive noise. The further increase of the additive noise destroys these structures. In both limiting cases of the correlation between additive and multiplicative noise the pictures are similar but the origins differ. We stress that this phase transition is possible only in the presence of multiplicative noise. As we have discussed, we interpret the phenomenon observed as a coop-
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FIG. 5. Snapshots of the field for in the case of the uncorrelated additive noise. The parameter \( \sigma^2 \) is equal to (1) 0.001, (b) 0.7, and (c) 10.0. The remaining parameters are \( D = 3.5 \), \( \sigma^2 = 13 \), \( a = 0 \), and \( \Delta t = 10^{-7} \). (max,min) values are (0.0072, -0.0075), (7.14, -6.33), and (1.07, -0.61).

FIG. 6. Potential for the short time evolution of the average value \( \langle x(t) \rangle \). (a) \( \sigma^2 = 2 \); solid line, \( a^2 = 0.1 \); dashed line, \( a^2 = 1.0 \). (b) \( a = 0 \); solid line, \( \sigma^2 = 2 \); dashed line, \( \sigma^2 = 5 \). In case (a) the short time behavior can be described by the bistable potential if the constant \( a \) is sufficiently large. In case (b) the situation is more complicated: the state \( x_0 \) remains stable, but large enough additive noise can force a system to leave the zero state and form a mean field.
ervative work of a noise-induced phase transition and ordering process with an optimal value of the additive noise. From this point of view the phenomena observed can be understood as a mixture of the phase transition induced by the multiplicative noise and processes that have similarities to features of stochastic resonance.
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