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With much sadness we record the death, on 19 September 2020, of
our friend and colleague Mervyn Stone. He made major contribu-
tions to our discipline and is an important part of the history of our
department. He joined UCL in 1968 and remained for the rest of his
working life. After retiring in the 1990s he continued his activities as
an emeritus professor.

Below I have reproduced the obituary of Mervyn that I wrote
for the Royal Statistical Society,1 and I have added some further 1 J. R. Stat. Soc. Series A, 184, 1, 396–398.

doi: 10.1111/rssa 126.38, Open Access.memories and a list of his publications. Among other things they
are a reminder of how active he was in his writing and thinking.

Obituary published by the Royal Statistical Society

Mervyn Stone died on 19 September 2020, aged 87. He was a
brilliant mathematician, professor of probability and statistics, and
thinker.

He was elected to the Royal Statistical Society in 1955; served on
the Series B Editorial Panel (1966–1969) and as Editor of Series B
(1975–1977); on the Research Section Committee (1974–1977), the
Conference Committee (1977–1978) and as a Member of Council
(1976–1980). He was awarded the Guy Medal in Silver in 1980 for
his contributions to statistical theory. His theoretical interests are
listed in his CV as: criticism of formal Bayesian methods, design of
experiments, large deviations, cross-validation, and coordinate-free
multivariate analysis. His applied work included applications in
psychology, pharmacology, stem cell modelling, water privatisation,
and the influence of darkness on road casualties. He was passion-
ate about statistics and its use to improve society. After he retired
he undertook a number of projects related to the use, and misuse, of
statistics in public policy, including funding of the National Health
Service (NHS), performance of the police service, traffic safety mea-
sures and immigration. He made lasting contributions to statistics
and to our society.

Mervyn Stone was born in Barbon, Westmorland, on 27 September
1932. He was educated at Barbon and Middleton elementary schools
and then at Lancaster Royal Grammar School. From there he won a
scholarship to Cambridge University to read Mathematics, where his
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lecturers included L.A. Pars, R.A. Lyttleton, Paul Dirac, Sir Harold
Jeffreys, Bertha Jeffreys, Frank Anscombe, Fred Hoyle and Herman
Bondi. He graduated with a BA in Mathematics (1st class) in 1954 but
was disappointed not to gain a DSIR research studentship, possibly
because his Tripos III work suffered from much time and interest
spent on extra-curricular activities. Instead he was “generously ad-
mitted at the last minute by Stats Lab Director John Wishart” to the
Cambridge Diploma in Mathematical Statistics, where, in his words,

“the nine months were spent, under eventually renowned teachers,
acquiring theory and the ability to spend hours pulling levers on noisy
Brunsvigas or turning handles on equally noisy Facits. I ended up with
a ‘distinction’ grade largely (according to external examiner David
Finney) on the basis of my practical work with data from the Applied
Psychology Research Unit in Chaucer Road (care of Violet Cane, about
to move to be professor at Manchester).”

The “eventually renowned teachers” included Henry Daniels and
Dennis Lindley. In that year he also met Solveig, his wife-to-be.

After his Diploma, Mervyn accepted a job at the MRC Applied Psy-
chology Research Unit in Cambridge where he obtained permission
to work part time for a PhD, in which he chose to study the applica-
tion of Shannon’s information measure to the design and comparison
of regression experiments. He completed his PhD in Statistics in 1958

and then took up a one year post as a Fulbright research associate
at Princeton before being appointed to a lectureship in 1961 in Den-
nis Lindley’s new statistics department at the University College of
Wales at Aberystwyth. He spent the year 1965-66 as a visiting profes-
sor at the University of Wisconsin, then took up a Readership at the
University of Durham, before moving to University College London
in 1968, first as a Reader then as Professor of Probability and Statis-
tics, and later, Head of Department. Dennis Lindley had recently
been appointed to the Chair in Statistics at UCL and had a vision of
promoting the Bayesian philosophy. Dennis was delighted to appoint
Mervyn, who, he told us, was a Bayesian. But Mervyn was far too
free-thinking to be limited by that epithet and in fact very little of
Mervyn’s work in statistical theory was directed towards developing
formal Bayesian methods.

There was a special Biometric Society meeting in London in the
early 1970s where David Cox and Dennis Lindley were called upon
to argue the cases respectively for and against the use of randomi-
sation in statistical inference and design. Mervyn proposed the vote
of thanks to the speakers and in an eloquent contribution said that
he wholeheartedly agreed with Dennis’s argument but with David’s
conclusion.
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Mervyn’s research papers cover a wide range of mathematical
methods and theoretical ideas and are notable for their originality
at many levels, as well as a “minimalist” style of writing. His publi-
cations also include a variety of scientific applications, authoritative
studies on Florence Nightingale and Adolphe Quetelet, papers on
the use of statistics in public finance and a book on Coordinate-free
Multivariable Analysis, sub-titled An illustrated geometric progression
from Halmos to Gauss and Bayes (Clarendon Press, 1986). In addition
to his notable discussion paper Strong inconsistency from uniform priors
(JASA, 1976), which includes his famous Flatland example introduc-
ing what is now known as Stone’s paradox, he frequently presented
papers for discussion at Royal Statistical Society meetings. Among
these, Marginalization paradoxes in Bayesian and structural inference
(with Philip Dawid and James Zidek, JRSS B, 1973) was highly influ-
ential (causing Dennis Lindley to retract his own ideas on improper
priors) and Cross-validatory choice and assessment of statistical predictions
(JRSS B, 1974) spawned what is now a far-reaching methodology.

Mervyn was a dedicated teacher who strove to find new ways to
impart understanding. As one example, in his “Pebble Sampling Ex-
periment” students were asked to estimate the total weight of 100

pebbles by sampling and weighing 10 of them, using a variety of
sampling schemes. They were stones of different shapes and sizes
that he had collected from a river bed in Wales. This simple exercise
turned out to be remarkably effective in teaching concepts of proba-
bility, estimation, sampling distributions, bias and variance, as well as
the sampling schemes themselves, and it is still used today.

After retiring, Mervyn became more active in local politics, con-
tributing to the North-West London NHS user group Community
Voice and supporting his wife Solveig who was a Councillor in the
London Borough of Hillingdon. His natural stance on many issues
was anti-establishment, a position that perhaps sometimes lost him
influence, but it was always rooted in cogent argument. He wrote ar-
ticles on the use of statistics in several areas of public concern. Much
of this work involved reading and comprehending voluminous (and
often badly explained) technical reports, which he did with no re-
muneration and little support, motivated only by a desire improve
society and to expose nonsense. He was particularly scathing about
the misuse of statistics in NHS funding formulae and the unwar-
ranted claims made about them. At the end of a paper that he was
working on when he died, he wrote of himself:

“One of Mervyn’s few concessions to everyday social grace was the
straight face he tried to keep about econometrics’ thoughtless use of
additive linear modelling of the real world in its glorious diversity,”
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Aspects of these projects were brought together in a thoughtful book-
let Failing to Figure — Whitehall’s costly neglect of statistical reasoning
(Civitas, 2009), which concluded with six suggestions for improving
policy-making.

He was devastated by the sudden death in 1994 of his son Richard,
aged 32 with a young family and a promising career in statistics,
caused by a rare genetic condition, and again in 2008 by the untimely
death from cancer of his wife Solveig. He is survived by his daughter
Helen and five grand children.

Further memories

As noted earlier, Mervyn joined our department in 1968 when Den-
nis Lindley was its Head. Then it was the Department of Statistics,
but shortly afterwards it became the Joint Department of Statistics
and Computer Science. This happened when the London Institute of
Computer Science was closed and its staff were transferred to various
colleges, including UCL. Mervyn became Head of the joint depart-
ment in 1979 and a few years later we split into separate departments
of Computer Science and Statistical Science.

Department of Statistical Science

The name Statistical Science was Mervyn’s choice, and was sup-
ported by most staff at that time.2 We often discussed the name of 2 Cedric Smith, who was the professor

and head of Human Genetics, and
who taught a popular course to our
students, was strongly in favour of
Statistical Science. I approved of the
idea, but I was ambivalent because it
is hard to pronounce clearly on the
telephone.

our discipline, which was generally regarded as being unsatisfactory,
and I think such discussion still continues. In any case this name
worked and has been copied by other institutions.

Among Mervyn’s innovations were Journal Club and the SCORE
degree. Journal Club took place at 4pm each Monday over a mug of
tea. The idea was that one of us, or a visitor if we had one, would in-
troduce a topic, perhaps for 15–20 minutes, which we then discussed.
It was not supposed to be a polished piece of research but rather a
new idea that might have come from the journals, or a discussion of a
new method or concept. The sessions varied in quality of course and
were often helpful to the speakers in clarifying their own ideas.3 3 There was one occasion when a visitor

from the USA had only progressed
a few minutes into his talk when
animated discussion broke out and the
rest of his talk was lost.

SCORE was an acronym for Statistics, Computing, Operational
Research and Economics. This was a new BSc course designed to
attract students by offering a variety of related subjects — which
it did, and it also attracted more students to study statistics.4 This 4 At that time the image of statistics was

perceived to be less exciting to school
leavers than the other subjects.

necessitated a revamping of many of our course units so that they
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were accessible to students taking different degrees. Numbers of
students were expanding but numbers of lecturers were not.

As noted earlier, Mervyn was a dedicated teacher who tried to find
new methods to impart theory and an understanding of its practical
relevance.

He invented a derivation of the formula for the variance of the
sum of n observations drawn at random without replacement from
a population of size N. His argument noted that, because of the
symmetries inherent in random sampling, this variance must be of
the form An + Bn2, where A and B are constants that are easily de-
termined by elementary algebra from the special cases n = 1 and
n = N.5 A more streamlined argument noted that the variance must

5 For n = 1 we get A + B = σ2, the
population variance, and for n = N we
get AN + BN2 = 0. Hence A and B can
be found.be symmetric in n and N − n, and hence of the form Cn(N − n),

because the observations not sampled were themselves a simple ran-
dom sample of size N − n, and the variance of their sum must be
the same as that of the original n.6 An article developing this argu- 6 Putting n = 1 gives C(N − 1) = σ2,

so the required variance is

σ2n(N − n)/(N − 1) .

.

ment was published in Biometrika in 1974, but its great contribution
was to impart to students a deeper understanding of the concept of
sampling variance.

In his course on Linear Methods he once set a test that consisted
of the single question: what are z1, z2, . . . , zn−p? The students were
expected to identify the context as well as the meanings of the differ-
ent symbols. He explained later that he had set this question in an
attempt to get inside the students’ heads after a particularly difficult
tutorial in which one of them had finally asked in frustration “What
are z1, z2, . . . , zn−p?”.

Mervyn had an aversion to stating the obvious — a style that cer-
tainly shortened his contributions, though perhaps sometimes at the
expense of clarity. In the early 1970s there was a proposal to allow
staff car parking in the UCL front quadrangle, which caused much
heated discussion in the staff newsletter at the time,7 and to which 7 There was a regular UCL staff paper

newsletter then.Mervyn wrote a passionate contribution. A colleague commented
that Mervyn clearly felt strongly about the issue but he wasn’t quite
sure whether Mervyn was for or against the proposal.

The Stone Society

Until it moved to Torrington Place in 2000 our department was
located on Gower Street, in the North West building of the main
block. Karl Pearson and his son Egon were successive heads of the
department in that building, and in the late 1970s or early 1980s it
was named the Pearson Building, though this name has now been
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dropped because of Karl’s association with eugenics. After Egon
retired he had an office in the Mathematics Department and in the
1970s he regularly visited our department.

There was also a departmental student society called the Pear-
son Society, dating at least from the 1950s and possibly earlier, that
organised various academic and social activities.8 When the joint 8 Its past presidents included David

Bartholemew, Peter Moore, David Hill
and no doubt others who later became
eminent statisticians.

department split in 1985, the Pearson Society continued to exist in
Computer Science and a new student society — the Stone Society —
was formed in Statistical Science. Mervyn was something of a cult
figure among the students and they made him its patron.

Discussion papers

The papers that Mervyn presented for discussion, mostly at Royal
Statistical Society meetings, show many aspects of his originality and
style. They include:

• Marginalization paradoxes in Bayesian and structural inference
(with Philip Dawid and James Zidek); JRSS B, 1973.9

9 This was highly influential, among
other things prompting Dennis Lindley
to retract his views on the innocuous-
ness of improper priors.

• Cross-validatory choice and assessment of statistical predictions;
JRSS B, 1974.10

10 Perhaps embodying Mervyn’s most
influential work. Cross-validation
is of course now a widely-used and
far-reaching methodology.

• Strong inconsistency from uniform priors; JASA, 1976.11

11 Including his famous Flatland exam-
ple and what is now known as Stone’s
paradox.

• Continuum regression: cross-validated sequentially constructed
prediction embracing ordinary least squares, partial least squares
and principal components regression (with Rodney Brooks); JRSS B,
1990.12

12 A novel approach to predicting y
from n observations on p variables,
where p is large and n relatively small.

• Influence of light-level on the incidence of road casualties and the
predicted effect of changing ‘summertime’ (with Jeremy Broughton
and Martin Hazelton), JRSS A, 1998.13

13 Notable for its use as “control”
observations the inferred absence
of accidents at each accident site a
week before and after each accident.
It showed that increased daylight in
the evening resulted in a much larger
reduction in accidents than increased
daylight in the morning.

• How not to measure the efficiency of public services (and how one
might); JRSS A, 2008.

• The abuse of regression in the National Health Service allocation
formulae: response to the Department of Health’s 2007 ‘resource
allocation research paper’ (with Jane Galbraith), JRSS A, 2011.

He had a natural instinct to criticise an argument, including his
own,14 and a gift for finding flaws in complicated methods and 14 I remember at least one presentation

where he spent nearly all of his allotted
time pointing out the weaknesses in his
method and very little time explaining
what it actually was.

counter-examples to reveal them. I think his deep understanding
of the geometry of least squares, among other things, enabled him
to see things that others could not. Following the publication of his
booklet Failing to Figure an interview with him appeared in Signifi-
cance.15 Below is a full list of his publications. 15 Significance March 2010, volume 10,

issue 1, pages 31–33.
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Mervyn Stone’s publications

1. Application of a measure of information to the design and comparison of regression experiments. Ann. Math.
Statist. 30, 55–70, 1959.

2. An extension of the chi-square test for randomness. Brit. J. Statist. Psych. 13, 31–32, 1960.

3. Models for choice-reaction time. Psychometrika 25, 252–260, 1960. Reprinted in Readings in Mathematical
Psychology, Eds R.D. Luce et al., Wiley, 1963.

4. Non-equivalent comparison of experiments and their use for experiments involving location parameters. Ann.
Math. Statist. 32, 326–332, 1961.

5. The standardization of tuberculin hypersensitivity. Biometrics 17, 33–47, 1961.

6. The opinion pool. Ann. Math. Statist. 32, 1339–1342, 1961.

7. Subjective discrimination as a statistical method. Brit. J. Statist. Psych. 14, 25–28, 1961.

8. Simultaneous intradermal tuberculin tests. Nature 195, 397, 1962.

9. The posterior t distribution. Ann. Math. Statist. 34, 568–573, 1963.

10. Robustness of non-ideal decision procedures. J. Amer. Statist. Ass. 58, 480–486, 1963.

11. A paradox involving quasi-prior distributions. Biometrika 52, 623–627, 1963.

12. A re-examination of some data on the dose-response curve for intradermal tuberculin. Tubercle (Lond.) 45,
163, 1964.

13. Comments on a posterior distribution of Geisser and Cornfield. J. Roy. Statist. Soc. B 26, 274–276, 1964.

14. Right Haar measure for convergence in probability to quasi-posterior distributions. Ann. Math. Statist. 36,
440–453, 1965.

15. Studies on weed species of the genus Polygonum L. II Physiological variation within P. Lapathifolium L.
Section II. Weed Research 6, 125–131, 1966.

16. Linematic programming for rain. Nature 211, 422, 1966.

17. Generalized Bayes decision functions, admissibility and the exponential family. Ann. Math. Statist. 38, 818–
822, 1967.

18. Extreme tail probabilities for the null distribution of the two-sample Wilcoxon test statistic. Biometrika 54,
629–640, 1967.

19. Statistically inspired conditions on the group structure of invariant experiments and their relationships with
other conditions on locally compact topological groups. Z. Wahrscheinlichkeits. verw. Geb. 10, 70–80, 1968.

20. Extreme tail probabilities for sampling without replacement and exact Bahadur efficiency of the two-sample
normal scores test. Biometrika 55, 371–375, 1968.

21. Chapter 1 of Algebraic Models in Psychology. Ed. C. Vleck, Proc. 1968 Nuffic International Summer Session
in Science, The Hague, 1968.

22. Review of The Structure of Inference by D.A.S. Fraser, J. Roy. Statist. Soc. A 132, 447–449, 1969.

23. The role of significance testing: some data with a message. Biometrika 56, 485–493, 1969.

24. The role of experimental randomisation in Bayesian statistics: finite sampling and two Bayesians. Biometrika
56, 681–683, 1969.

25. Approximations to extreme tail probabilities for sampling without replacement. Proc. Cam. Phil. Soc. 66,
587–606, 1969.

26. Some results on significance testing. Proc. 37th Session Int. Stat. Inst. Bulletin ISI 43, 311–312, 1969.

27. Review of the National Halothane Study. J. Amer. Statist. Ass. 65, 1392–1396, 1970.

28. Necessary and Sufficient conditions for convergence in probability to invariant posterior distributions. Ann.
Math. Statist. 41, 1349–1353, 1970.

29. Review of Foundations of Statistical Inference. Biometrika 59, 236–237, 1972.

30. Expectation consistency of inverse probability distributions (with A.P. Dawid). Biometrika 59, 486–489, 1972.
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31. Un-Bayesian implications of improper Bayes inference in routine statistical problems (with A.P. Dawid).
Biometrika 59, 369–375, 1972.

32. Large deviation connections. Coll. Matm. Soc. Janos. Bolyai. 9, 769–771, 1972.

33. Role of experimental randomisation in Bayesian statistics: An asymptotic theory for a single Bayesian.
Metrika 20, 11–17, 1973.

34. Expectation consistency and generalised Bayes inference (with A.P. Dawid). Ann. Statist. 1, 478–485, 1973.

35. Marginalization paradoxes in Bayesian and structural inference (with A.P. Dawid and J.V. Zidek). J. Roy.
Statist. Soc. B 35, 189–233, 1973.

36. Moments without tears in simple random sampling from a finite population (with H.M. Finucan and R.F.
Galbraith). Biometrika 61, 151–154, 1974.

37. Cross-validation and multinomial prediction. Biometrika 61, 509–515, 1974.

38. Cross-validatory choice and assessment in statistical predictions (with discussion). J. Roy. Statist. Soc. B 36,
111–147, 1974.

39. Large deviations of empirical probability measures. Ann. Statist. 2, 362–366, 1974.

40. Are statistical journals becoming too theoretical? J. Roy. Statist. Soc. A 138, 502, 1975.

41. Observations on the training of a surgeon. Proceedings of a Symposium at the Institute of Orthopaedics Eds
L. Kessel and P. Byers, pp 65–73, 1976.

42. Strong inconsistency from uniform priors (with discussion). J. Amer. Statist. Ass. 71, 114–125, 1976.

43. Cross-validatory choice of weights for inter- and intra-block estimation in balanced incomplete block designs
(with L. Jensen). Biometrics 32, 677–681, 1976.

44. Advisory committee on trunk road assessment. Response of the Royal Statistical Society to the invitation to
comment (with R. E. Allsopp and others). J. Roy. Statist. Soc. A 140, 356–358, 1977.

45. Asymptotics for and against cross-validation. Biometrika 64, 29–35, 1977.

46. An asymptotic equivalence of choice of model by cross-validation and Akaike’s criterion. J. Roy. Statist. Soc.
B 39, 44–47, 1977.

47. A unified approach to coordinate-free multivariate analysis. Ann. Inst. Statist. Math. Part A 29, 43–57, 1977.

48. An ironical shredder. Letter to News and Notes, June 1977.

49. Cross-validation: a review. Math. Operationsforsch. Statist., Ser. Statistics, 9, 127–139, 1978.

50. Developments of computer-based estimation of pA values and associated analysis (with J.A. Angus). J.
Pharmacol. Exp. Ther. 207, 705–718, 1978.

51. Comparative assay of Histamine H -receptor antagonists using the isolated mouse stomach (with J.A. Angus
and J.W. Black). Proc. Brit. Pharm. Soc. Communication C109, 1978.

52. A note on forecasting car ownership (with R.J. Brooks and others). J. Roy Statist. Soc. A 141, 64–68, 1978.

53. Comments on model selection criteria of Akaike and Schwartz. J. Roy. Statist. Soc. B 41, 276–278, 1979.

54. A pictorial treatment of generalized inverses for statistics based on dual vector spaces. Math. Operations-
forsch. Statist., Ser. Statistics 10, 3–17, 1979.

55. Estimation of pK values for histamine H -receptor antagonists using an invotro acid secretion assay (with
J.A. Angus and J.W. Black). Brit. J. Pharmacol. 68, 13–23, 1980.

56. Cross-validatory selection of binary variables in differential diagnosis (with A. Mabbett and J. Washbrook).
Applied Statistics (J. Roy. Statist. Soc. C) 29, 198–204, 1980.

57. Comments on Jaynes’s paper “Marginalisation and prior probabilities”. In Bayesian Analysis in Economet-
rics and Statistics: Essays in honour of Sir Harold Jeffreys. Ed. A. Zellner, North Holland Publ. Co., 1980.

58. The Clark plot: a semi-historical case study. J. Pharm. Pharmacol. 32, 81–86.

59. Review and analysis of some inconsistencies related to improper priors and finite additivity. Logic, Method-
ology & Philosophy of Science VI Eds L.J. Cohen et al., 413–426, 1980.

60. Nightingale on Quetelet. I: The Passionate Statistician. II: The marginalia. III: The “In Memorium” essay. J.
Roy. Statist. Soc. A 144, 66–79, 176–213, 322–351, 1981.
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61. Alternative analysis of burnability data of S.A. Alimamaryi and F.D. Tamas. Cement & Concrete Research 11,
631–633, 1981.

62. The functional model basis of fiducial inference (with A.P. Dawid). Ann. Statist. 10, 1054–1074, 1982.
63. A general statistical model for clone/tissue studies in X-chromosome inactivation data. Biometrics 39, 395–

409, 1983.
64. Fiducial Probability. In Encyclopedia of Statistical Sciences Volume 3. Eds S. Kotz & N.L. Johnson. Wiley,

New York, 1983.
65. On jack-knife, cross-validatory and classical methods of estimating a proportion with batches of different

sizes (with C.C. Frangos). Biometrika 71, 361–366, 1984.
66. Variance-covariance modelling with chromosome markers. J. Theor. Biol. 107, 275–286, 1984.
67. Informativeness in stimulus-response modelling. J. Theor. Biol. 111, 261–272, 1984.
68. A new procedure to analyse radioactive emission count data (with C.C. O’Brien). Nuclear Inst. Meth.

Physics Res. 233, 130–136, 1984.
69. Quetelet. In the Social Science Encyclopedia, Eds A. & J. Kiper, p.677, Routledge & Kegan Paul, London,

1985.
70. Statistical Reasoning. In the Social Science Encyclopedia, Eds A. & J. Kiper, pp 822–825, Routledge & Kegan

Paul, London, 1985.
71. Exploratory studies of non-local design criteria in non-linear design (with J. Morris). J. Statist. Planning &

Inference 12, 1–9, 1985.
72. Comments on “The axioms of subjective probability” by P.C. Fishburn. Statistics Science 1, 356–357, 1986.
73. Struggles towards rationality. A review of History of Statistics by S.M. Stigler and The Rise of Statistical

Thinking 1820–1900 by T.M. Porter. Science 235, 1292–1293, 1986.
74. Coordinate-free Multivariable Statistics. An Illustrated Geometric Progression from Halmos to Bayes.

Clarendon Press, Oxford. 1986.
75. Cross-validatory graduation (with R.J. Brooks). Insurance: Mathematics & Economics 7, 59–66, 1988.
76. Quetelet and the poetry of statistical conjecture. Chance 1, 10–16, 1988.
77. A Bayes sweep operational construction for Rao’s unified theory of linear estimation. Statistics 20, 3–11,

1989.
78. Isobolic determination of “ratio linear” parameters in pharmacological stimulus-response models (with J.L.

Wang). J. Theor. Biol. 137, 481–488, 1989.
79. Numbers and functions of transplantable primitive immunohemapoietic experiments. J. Immunology 142,

3833–3840, 1989.
80. Approgression. In Encyclopedia of Statistical Sciences. Eds S. Kotz & N.L. Johnson. Wiley, New York, 1989.
81. A stratified binomial marker model for bone-marrow repopulation experiments. J. Theor. Biol. 144, 267–273,

1990.
82. Continuum regression, incorporating cross-validated OLS, PLS and PCR. Proc. 13th Symp. Oper. Res. pp

103–110. Athenaum Verlag, 1990.
83. Continuum regression: cross-validated sequentially constructed prediction embracing Ordinary Least

Squares, Partial Least Squares and Principal Components Regression (with R.J. Brooks, with discussion). J.
Roy. Statist. Soc. B 52, 237–269, 1990.

84. Comment on “A likelihood paradox”. J. Roy. Statist. Soc. B 53, 628, 1991.
85. What price Stastics? Letter to News & Notes about problems in pronouncing the word “statistics”, 1992.
86. Downdating the Moore-Penrose generalised inverse for cross-validation of centred least squares prediction.

J. Roy. Statist. Soc. B 55, 369–375, 1993.
87. Statistical thinking and technique for QSAR and related studies. Pat I: General theory. J. Chemometrics 7,

455–475, 1993.
88. Joint continuum regression for multiple predictands (with R.J. Brooks). J. Amer. Statist. Ass. 89, 1374–1377,

1994.
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89. Statistical thinking and technique for QSAR and related studies. Pat II: Specific methods. J. Chemometrics 8,
1–20, 1994.

90. Growing universities: another look at the figures. Public Money & Management April–June, 57–58, 1994.

91. ‘Simple analysis’ versus ‘obscure phenomena’. J. Chemometrics 9, 1994.

92. Editorial: Kipling on 19th-century quality control in India. J. Roy. Statist. Soc. A, 1994.

93. Critique of E.T. Jaynes’s “Paradoxes of Probability Theory”. Internet, World Wide Web
http://www.ucl.ac.uk/Stats/research/psfiles/172.zip, 1996.

94. Policies for poverty from an analytical aristocrat. Proceedings of ISI Commemorative Conference, Voorburg,
Nov 10–11, 1997.

95. Influence of light-level on the incidence of road casualties and the predicted effect of changing ‘summertime’
(with J. Broughton and M. Hazelton, with discussion) J. Roy. Statist. Soc. A 162, 137–175, 1998.

96. Discussion of papers by Dempster & Aitkin. Statistics and Computing 7, 263–264, 1998.

97. Akaike’s Criteria. In Encyclopedia of Biostatistics, Eds P. Armitage and T. Colton, Wiley, New York, 1998.

98. Mallows’ Cp In Encyclopedia of Biostatistics, Eds P. Armitage and T. Colton, Wiley, New York, 1998.

99. Florence Nightingale. In Statisticians of the Centuries, International Statistical Institute, 1999.

100. Sir Frederick Morton Eden. In Statisticians of the Centuries, International Statistical Institute, 1999.

101. A three-compartment baseline model of ion exchange for two highly diffusible isotopes in a highly macrop-
orus resin column, 1999.

102. Questions of Probability in Daytime-Running-Light Argument. Accident Analysis and Prevention 31, 479–
483, 1999.

103. Efficiency or deficiency. Section Report in RSS News, 2000.

104. Can public service efficiency measurement be a useful tool of government? The lesson of the Spottiswoode
Report. Public Money & Management July-September 3-39, 2002.

105. Will the Audit Commission and the Commission for Racial Equality achieve their joint objective for schools?
Public Money & Management October-December 8-10, 2002.

106. Commentary: Worthwhile polemic or transatlantic storm-in-a-teacup? In the Reprint of J. Berkson’s “Tests
of significance considered as evidence” in Int. J. Epidemiology 32 694-698, 2003.

107. Getting off your bike: cycling accidents in Great Britain in 1990-1999 (with J. Broughton). Accident Analysis
& Prevention 35 549-556, 2003.

108. Enhancement of repopulation haemopoiesis by heterozygous connexion 43 stem cells seeded on wild-type
connexion 43 stroma (with M. Rosendaal). Clinical Science 105 1-8, 2003.

109. Radio 4 Today programme speed tribunal. An online ‘adjudicatory’ report for the BBC accessed in Novem-
ber 2014 at http://www.bbc.co.uk/radio4/today/reports/pdf/humpfinal.pdf, 2004.

110. Statistical Reasoning. In the Social Science Encyclopedia Eds. Adam & Jessica Kuiper. Routledge, 2004.

111. Sickness in government science: case, cause and cure. Municipal Engineer 159, 175-179, 2005.

112. Accumulating evidence of malfunctioning contractual government machinery Public Money & Manage-
ment April, 82–86, 2005.

113. How not to fund hospital and community health services in England (with Jane Galbraith), J. R. Statist. Soc.
A 169, 143–164, 2006.

114. Eye of Newt and Toe of Frog: A Good Formula for Health? Online report Civitas, March 2006.
http://www.civitas.org.uk/content/files/StonePCTFunding.pdf

115. ‘Weighting and scoring’ in theory and in practice (with Joan Davis), Public Money & Management June
215–222, 2007

116. How not to measure the efficiency of public services (and how one might) (with discussion) J. R. Statist.
Soc. A 165 405-435, 2008.

117. Corrigendum: How not to measure the efficiency of public services (and how one might) J. R. Statist. Soc.
A 171, 1, 2008.



memories of mervyn stone 11

118. Reply by M. Stone to a paper by W.W. Cooper and S.C. Ray J. R. Statist. Soc. A 171 445–448, 2008.

119. Failing to Figure: Whitehall’s costly neglect of statistical reasoning. London: Civitas, 2009.

120. How not to beat the BNP! Critique of the EHRC report on social housing allocation. Online report Civitas,
July 2009. http://www.civitas.org.uk/content/files/Stone_EHRCSocialHousing2009.pdf

121. Mervyn Stone. ‘A life in statistics’ feature. Significance, Feb 2010.
https://rss.onlinelibrary.wiley.com/doi/full/10.1111/j.1740-9713.2010.00410.x

122. Formulas at war over two sorts of inequality in health funding. Online report Civitas, April 2010.
http://www.civitas.org.uk/pdf/formulasatwarApril2010.pdf

123. The abuse of regression in the National Health Service allocation formulae: response to the Department
of Health’s 2007 ‘resource allocation research paper’ (with Jane Galbraith), J. R. Statist. Soc. A 174, 517–528;
Discussion on the meeting on Resource allocation models 547–567, 2011.

124. The owl and the nightingale: The Quetelet/Nightingale nexus, Chance 24, 30–34, 2011.

125. Getting to grips with England’s formula for local authority support, Public Money & Management March
145–152, 2012.

126. Rejecting an empirical ‘person-based’ formula for funding CCGs in favour of the farming analogue of one-
year-ahead extrapolation. Online report Civitas, November 2012.
http://www.civitas.org.uk/content/files/StoneCCGAllocations.pdf

127. Plain Explanation or Special Pleading? Online report Civitas, January 2013.
http://www.civitas.org.uk/content/files/PBRA-Pleading.pdf

128. Plain Assumptions and Unexplained Wizardry Called in Aid of ‘The Fiscal Effects of Immigration to the
UK’ Online report Civitas, December 2013.
http://www.civitas.org.uk/content/files/assumptionsandwizardry.pdf

129. Explicating ‘wrong’ or questionable signs in England’s NHS formulas: correcting wrong explanations.
Online report Civitas, December 2013.
https://www.civitas.org.uk/content/files/wrongsigns.pdf

130. Foolish Formulas: Breaking the SMR grip on NHS public health funding allocations. Online report Civitas,
April 2014.
http://www.civitas.org.uk/content/files/SMRCMF.pdf

131. England’s Democratic Deficit in the Debate about a possible Financial Transaction Tax on High Frequency
Trading. Online report Civitas, July 2014.
http://www.civitas.org.uk/archive/pubs/financialtransactionstax.pdf

132. National Auditing Beats Parliamentary Accounting. Online report Civitas, November 2014.
http://www.civitas.org.uk/pdf/CivOctRev5

133. New development: The remarkable insignificance of NHS England’s CCG funding formula. Public Money
& Management 35, 311-314, 2015. Online 13 May 2015 https://doi.org/10.1080/09540962.2015.1047277

134. Opinion: A nonsensical formula for the differential funding of police forces. Public Finance, 9 Nov 2015.
https://www.publicfinance.co.uk/opinion/2015/11/nonsensical-formula-differential-funding-police-forces

135. Opinion: Police funding: a modest proposal. Public Finance, 11 Jul 2016.
https://www.publicfinance.co.uk/opinion/2016/07/police-funding-modest-proposal

136. Opinion: Time to break the silence about unequal health spending. Public Finance, 23 Aug 2016.
https://www.publicfinance.co.uk/opinion/2016/08/time-break-silence-about-unequal-health-spending

137. New development: Regression-to-the-mean explains the otherwise puzzling coefficients in NHS Eng-
land’s formula for funding CCGs. Public Money & Management 38, 315–318, 2018. Online 22 Mar 2018

https://doi.org/10.1080/09540962.2018.1450915

138. Big data, regression to the mean and the NHS England funding formula farce (with Paul Hewson). In
preparation for Public Money and Management, 2020.


	Obituary published by the Royal Statistical Society
	Further memories
	Mervyn Stone's publications

