
Chapter 5
Words and the World
Minimal semantics is primarily a theory about semantic content for sentences – the kind of thing it is, how it is determined and how it relates to the meanings of utterances. However it should be clear that the theory also embodies some fundamental assumptions about the nature of word meanings. Recall that the third tenet of minimalism, as given in Chapter 1, was:
(iii) There are only a limited number of context-sensitive expressions in natural language.

(iii) is explicitly about word meanings, so even at first blush it should be clear that minimalism involves claims about word meanings. Furthermore, if we reflect on minimalism’s account of sentence meaning we can also see that a substantial view about word meaning is involved. Minimalism holds that the meaning of a sentence is exhausted by the meanings of its syntactically represented parts and the way they are put together, and that this meaning, for a well-formed sentence, is guaranteed to be truth-apt. That is to say, if you put enough words together in the right kind of way one can be certain of arriving at propositional content. Yet of course this can only be the case if word meanings are the kinds of things which, if one puts enough of them together in the right kind of way, then what one gets is propositional content. 
The account of word meaning to which minimalism seems to be committed, then, apparently has two necessary features: first, as Dancy 2004: 197 points out, it is an atomic, context-independent conception whereby a token of a word type generally (e.g. when not an explicit indexical) makes the same contribution to any larger linguistic unit in which it occurs.
 Second, this conception of word meaning is, in some broad sense, referential or world-involving. For the contents which sentences express to be truth-evaluable it seems clear that they must be ‘about the world’ in some sense. That is to say, the concepts involved in spelling out semantic content for the minimalist must bottom-out at some point in some kind of a connection to the world, they cannot be wholly internally individuated.

One way to think of lexical content on the minimalist picture (though I don’t think the only way, see n.2), then, is in terms of broadly referential lexical axioms such as:

‘Barack Obama’ refers to Barack Obama


‘Donostia’ refers to San Sebastian

‘red’ is true of red things/refers to the property of being red

These axioms are ‘broadly referential’ in the sense that (whether they make use of a relation like reference or something like satisfaction) they pair an expression of a natural language on the left-hand side with an element of the non-linguistic world on the right-hand side. (There is a wrinkle here: it might be that word meanings are concepts and it is then these concepts which stand in relation to objects in the world/have their content given by things in the world. However, while this seems right to me, I’ll tend to gloss over the point in what follows, talking of words relating directly to features of an external world.) Such a model embodies what we might think of as an appeal to the common-sense objects of reference, the idea that there are objects and properties out there in the world which some of our terms somehow hook up with and that it is through standing in this kind of relation that at least some of our terms become meaningful. Leaving concerns about the unity of the proposition to one side, it seems clear, at least in principle, how combining enough of these kinds of meanings within an appropriate syntactic framework might lead to a truth-evaluable claim being expressed. (For discussion of the issue of the unity of the proposition, see, e.g., King 2007, Collins 2011.)
Of course, given such broadly referential axioms, it is obvious that words in general will make a stable contribution to larger linguistic units in which they appear: ‘red’ will always contribute, for instance, the property of redness, ‘Barrack Obama’ will always contribute the same individual. Now, as we have already seen, this picture is rejected on an approach like Travis’ occasionalism or Dancy’s particularism. On these approaches, words do not make stable contributions to the propositions expressed by sentences containing them. Instead, words are held to have a kind of open-ended, holistic meaning which becomes determinate only within a specific context of use. As Travis 1997: 111 writes: “What ‘is a fish’ means may exclude the possibility of its being used to say something true of a piano”, yet it certainly doesn’t fix a determinate, context-independent contribution for ‘is a fish’ which could result in a univocal propositional content for a sentence like ‘A shark is a fish’. However the atomic, referential view of word meaning has also come under sustained attack in the work of Noam Chomsky and others who adopt the kind of semantic internalism he advocates. According to semantic internalism, it is wrong to think of words as having simple, broadly referential meanings, instead we should view word meanings as complex constructions of intra-linguistic features, where the precise combination of features conveyed by an given utterance of a term may differ across different contexts. On this model, semantic content is (just as the minimalist holds) dictated by lexico-syntactic content but this entails, Chomsky argues, that such content is not also propositional, truth-evaluable content. As Collins 2007: 807-8 puts the point: 

[W]e need to think again about the theoretical salience of notions such as proposition and truth conditions. Put in radical terms it is the very Frege-Russell conception of meaning as propositional (as truth-conditions) that is at fault…In short, as revealed by generative inquiry, it looks as if language narrowly construed is just not in the business of expressing propositions. 
If we want semantics to run exclusively off syntactic form and lexical content then the Chomskian maintains that questions of external reference or satisfaction just drop out of the picture (at this level) – semantics as delivered by formal operations over syntax is necessarily insensitive to the vagaries of worldly extension.

In this chapter, then, I want to start by exploring the possible connections between semantic minimalism and Chomsky’s semantic internalism, seeing why it might prima facie be tempting to think that the minimalist notion of semantic content should coincide with the internalist view offered by Chomsky. Then, in §2, I’ll turn to look at the specific arguments Chomsky has offered against the possibility of, or need for, the kind of broadly referential account of lexical content which I’ve suggested minimalism might tacitly embrace. These arguments will then be rejected in §3 where I’ll argue, first, that simple referential lexical axioms remain possible (even given minimalism’s commitment to what we might think of as a scientific approach to semantic theorizing) and, second, that such axioms (or at least, axioms which incorporate some kind of symbol-world connection) are required if we are to accommodate the explanatory work required of a genuine semantic theory. Finally, however, it will be noted that there remains a further question to be faced concerning the positive motivation which has been offered for the internalist view of lexical content advocated by Chomsky and others. Exploring this positive motivation, and seeing how a broadly referential account of lexical semantics might accommodate it, will be the subject of the final chapter.

1)
Semantic minimalism and Chomsky’s semantic internalism

Recall that in the last chapter I suggested the minimalist should avoid the challenge to her approach from apparently intention-sensitive terms by admitting that speaker intentions have a role to play in fixing the referent of a context-sensitive term whilst denying that access to those intentions is required to grasp semantic content. In practice, I suggested this meant imposing a distinction between content and character at the level of thought (as well as language) and allowing that a subject can entertain a genuinely singular concept (one whose content is exhausted by the object in the world to which it attaches) even though her only way of identifying that object is under a linguistic description (the character of the concept) such as ‘the actual object referred to by the speaker with this token of ‘that’’. However, many theorists have objected that an approach of this kind simply cannot give us an adequate picture of singular thought and the way in which referential expressions relate agents to their environment. 
The worry is that, stripped of connections to abilities like non-linguistic identification, or re-identification over time, the content minimalism provides does not qualify as genuine singular content at all.
 Rather what it offers us is a mere placeholder for such content; a schema waiting for the world to fill it in. Although I claimed in the last chapter that the truth-conditional contribution of a term like ‘this’ or ‘that’ was exhausted by the object to which it referred in a given context, since what the interlocutor is capable of consciously entertaining, on the basis of linguistic understanding alone, seems to be a character which is unchanged whether the term actually refers to α or β, or indeed to nothing at all, one might argue that it is this (object-independent) character which exhausts the minimal semantic content. Why, the question is, think that semantic content needs to take the extra step to involve the object itself, why not instead treat the step to the object as part of utterance-level, pragmatic content alone? In this way, semantic content itself could remain invariant across uses of that content to refer to different parts of the world: the sentence ‘that is red’ would be held to have an invariant (non-truth-evaluable) semantic content which could be used to talk about indefinitely many different things (different objects and, as will become clearer below and in the next chapter, different ways of being red). 
Furthermore, this suspicion that minimal semantics might be best construed as dealing only with a pre-propositional fragment of content is reinforced by considering the extent of the common ground between the minimalist approach to semantics and the kind of semantic internalism advocated by Chomsky. For it seems that there is, from the outset, the kind of agreement in aims and objectives between minimalism and (this branch of) internalism which might make it natural to try to unite the two theories. As we have seen in this essay, according to minimal semantics, the aim of a semantic theory is to provide a formally tractable, recursive account of the literal meaning of the sentences of a natural language, where this does not commit such a theory to capturing an intuitive notion of what is said by an utterance of any such sentence (with the notion of what is said being treated as of pragmatic relevance only); for the minimalist, then, semantics in general aims to capture a content which is independent of the vagaries of a speaker and their context of utterance. This level of semantic content is held to be recoverable on the basis of syntax alone, with everything found at the semantic level being contributed by something in the syntax of the sentence, and the apparatus taking one from the syntactic to the semantic can be modelled formally. Furthermore, at least according to the kind of minimalism espoused in this book, it is because semantic content is formally respectable in this way that its recovery in a subject can be underpinned by a dedicated semantics module in the mind of the language user (where the notion of a module is understood in computational terms, following Fodor 1983). 

This picture, of semantic analysis as aiming at the context-invariant, syntactically mandated content of a sentence, which is (largely) uncontaminated by pragmatic processes, and which is underpinned by a cognitive module, echoes the kind of claims which Chomsky and others have made for semantic content. However, according to Chomsky, semantic content should be specified in entirely internal, non-referential terms: a theory of meaning need look no further than the limits of the individual mind. Contrary to Putman, then, meanings are in the head – if meanings are concepts then they are concepts whose content is independent of the world. On this approach the proper subject of semantic inquiry is the state of the agent’s internal language faculty, so the study of semantics (along with the study of syntax or grammar) becomes entirely a branch of individual psychology. This is not to say that our language never makes contact with the world, but the referential properties of language emerge at the point of use not at the point of meaning. Thus Chomsky 2000: 36 suggests that: 

[A] lexical item provides us with a certain range of perspectives for viewing what we take to be the things in the world, or what we conceive in other ways; these items are like filters or lenses, providing ways of looking at things and thinking about the products of our minds. The terms themselves do not refer, at least not if the term refer is used in its natural language sense; but people can use them to refer to things, viewing them from particular points of view – which are remote from the standpoint of the natural sciences.

So while a speaker might use a word with a given linguistic content to pick out some particular portion of the external world this use is not essential to the word’s meaning what it does, the meaning was not caused by the object in the world it is used to talk about and the content will remain constant over different kinds of referential use. 
The suggestion is then that when we turn to consider the kind of content that syntax and lexicon is actually capable of delivering for us, what we find is that it is this kind of purely internal, non-truth-evaluable content; content which still requires application to a world through use before it is capable of yielding something which fits the profile of what we standardly think of as propositional content. As Pietroski 2005: 296 writes, it seems that we have a model of content as something which constrains but which does not determine the truth-conditions of what we say:

[M]eaning is less tightly connected to the truth (and ontology and alien interpretability) than a lot of work suggests; expressions have semantic properties; but these are intrinsic properties of expressions that constrain without determining the truth-conditions of utterances. One can say that semantics is a species of syntax on this view. But that is not an objection. Given how form constrains meaning in natural languages, perhaps we should indeed replace the idea that semantic properties are not syntactic properties with a suitably expansive view of syntax.

So, the suggestion is, there is some reason, based on the minimal account of singular content offered in the last chapter together with a recognition of the shared aims and assumptions of minimalism and Chomsky-style internalism, to think that the content minimalism really ought to be dealing with is non-referential, internally-specified content. In which case the assumption that minimalism can utilise apparently externalist notions like truth and reference (an assumption made, for instance, in Borg 2004a) must be revisited, with these notions either being dropped or given an internalist rendition (for the latter move, see Pietroski 2005b, Hinzen 2007). However, as noted at the outset, if this is the kind of content minimalism is genuinely offering us, then the approach once again fails to offer a genuine alternative to other competitors. For instance, according to Recanati’s contextualism, sentences are capable of delivering a fragment of meaning which then requires expansion or narrowing in context to yield a truth-evaluable content for an utterance. For the occasionalist too, though the claim is that it makes no sense to speak of meaning outside a context of use, still remarks such as ‘blue’ is used to speak of somethings being blue (Travis 2008: 154) might lead us to believe that they envisage some kind of content outside a context of use, though one which at most constrains (rather than determines) the truth conditions of what we say. Though the contextualist and occasionalist reasons for making these claims differ somewhat, the outcome remains the same: on neither school of thought does lexico-syntactic content alone get us to truth-evaluable semantic content. And this outcome is embraced on the current proposal to unite minimalism and internalism. For construed along internalist lines, it now turns out that minimalism is in fundamental agreement with these alternative accounts, for again syntactically determined content falls short of truly propositional, truth-evaluable content, with this emerging only at the point of use. However, beyond a recognition of something of a shared outlook for minimalism and Chomsky-style internalism, we need to ask whether there are actually any arguments which show that the minimalist must or should follow Chomsky and reject the broadly referential view of word meaning which could stave off collapse into alternative accounts? According to Chomsky there certainly are such arguments, thus it is to these that we turn next.

2) 
The arguments against referential word meanings
So why might we think that simple, broadly referential, context-independent ways of specifying the meanings of simple, broadly referential, apparently context-insensitive words are not okay? Certainly, the kind of internalism about meaning sketched above does not appear to be the pre-theoretical position here, for it seems simply obvious that the meaning of a name like ‘Ian Botham’ is fixed by the person in the world it picks out, and that the meaning of a predicate like ‘red’ is given, say, by the property of redness had by objects. However, a moment’s reflection shows us that any kind of simple-minded account of words whereby they are meaningful thanks to their relationship to things in the world must be mistaken. For even if it seems natural to assume that some words (like names) acquire meaning from the things in the world they pick out, lots of the things we say simply don’t seem to be connected to aspects of the external world in this way at all. For instance, we don’t suppose that there must be unicorns or sakes in order for the expressions ‘unicorn’ and ‘Jill’s sake’ to be meaningful (Quine 1953; Hinzen 2007: 13). 

What is more, the internalist argument continues, even the assumption that apparently uncontroversial referring terms like ‘London’ or ‘Barack Obama’ refer to objects in some mind-independent physical world begins to look problematic under pressure, for it is not obvious that the relata posited in the relevant referential axioms really exist (Stainton 2006 labels this ‘the radical argument from ontology’).
  Thus given a putative referential clause, such as:

(a)
‘London’ refers to London

where the expression on the left hand-side is supposed to name a linguistic expression (in this case an English word) and the expression on the right introduces a real-world entity (in this case, the city of London), there is, advocates of narrow semantics object, no such word and no such object. Turning first to the linguistic side of the relation: why might we be sceptical that there are words like ‘London’? Well the first point to note is that the public languages to which these words are supposed to belong themselves look pretty suspect, for there are no clear individuation conditions for public languages. Instead the distinctions between languages and dialects are often vague and blurry. Why is it that we count the quite similar and often mutually intelligible things said in the different countries of Northern Europe as belonging to distinct languages (English, French, etc) rather than treating them all as variants within a more general public language (Romance), yet we treat very different and mutually unintelligible systems like Mandarin and Cantonese as mere dialects of the more general language Chinese? It seems clear that what drives the individuation of a language is not mind-independent facts about objective states of affairs in the world but rather a complex mish-mash of socio-economic factors (the kinds of things which resist any purely scientific approach to understanding them). 
The same sort of vagaries which beset language individuation also crop up at the level of words. Thus we can ask whether we should posit one word ‘in’ and allow that there are many different ways for something to be in something else, or whether we should posit many different words (one for each sense?) all of which happen to share an orthographic presentation? And we can ask (in an example from Stainton 2006: 918-9) whether there is one word pronounced ‘fotoGRAFer’ in India and ‘foTAHgrafer’ in Canada, or whether these constitute two distinct words with the same meaning? It seems plausible to think that answering these and similar questions will be a matter of assessing our aims and interests in categorising one way or the other, rather than an attempt to limn some objective fact of the world. So it seems that we lack the kind of clearly individuated, public words which the left-hand side of the schema assumes.
Furthermore, the radical argument from ontology continues, we should be sceptical about the putative objects on the right hand side of (a) as well, for there are no physical, mind-independent entities of the kind such clauses require. As Jackendoff 2002: 303 notes: “[It is often asserted] that we refer to ‘objects in the world’ as if this is completely self-evident. It is self-evident, if we think only of reference to middle-sized perceivable physical objects like tables and refrigerators. But as soon as we explore the full range of entities to which we actually refer, ‘the world’ suddenly begins to be populated with all sorts of curious beasts whose ontological status is far less clear”. The problem can be highlighted by noting that a term like ‘London’ can be used to pick out many different facets of the city it is supposed to refer to, thus in some contexts ‘London’ picks out a physical location (‘London is east of Oxford’), in some a governmental structure (‘London has a Mayor’), and in some its inhabitants (‘London is growing’). Indeed we can even run together such different aspects apparently without contradiction, as when we say that ‘London is an ugly city but it is well-run’. The problem is that there simply cannot be external, real-world objects which are capable of having all the properties the referent of ‘London’ is supposed to have. As Chomsky 2000: 37 writes:

Such terms as London are used to talk about the actual world, but there neither are nor are believed to be things-in-the-world with the properties of the intricate modes of reference that a city name encapsulates.

An internalist avoids this aspect of the radical argument for ontology since the expression on the right-hand side of a clause like (‘London’ refers to London( picks out not an external object but a world-independent concept. Thus as Hinzen 2007: 82 writes: 

The conclusion here should be that London, while having uniquely physical and non-physical aspects, has none of them essentially: it remains stable and self-identical across changes in apparently any of the properties that we might predicate of it...There simply is no external object that we could point to and claim: this object is London, and it is the referent of the word London no matter what predication it is a part of, and it determines the meaning and how we use it to refer…The only thing that remains stable in perspectivally different acts of reference to the ‘same thing’ is the concept we have of that thing, and that concept alone.
The above scepticism about the physical status of the ordinary objects of reference is reinforced by noting that object individuation is interest-relative. For instance, as Carnap 1937 observed, if we ask how many objects are in a given box it seems that there is no simple right or wrong answer to be given. Instead the answer we should give depends on the conceptual framework we are working with: if we are counting only ‘middle sized dry goods’ then one number is appropriate, but if we use a different conceptual scheme, say one which posits existence for mereologies, then some quite other number may well be appropriate. Yet if we can only count objects by adopting a particular conceptual scheme then this once again undermines the idea that there are objective, mind-independent objects of reference simply sitting around in the world, quite independent of us, waiting to be called upon by our language. 
Finally, we might note along with Sosa that to admit objects of reference as objective parts of the external world is to submit the world to a kind of ontological explosion. Thus Sosa notes that we might introduce the term ‘snowdiscall’ into our language to refer to a collection of snow which has a shape somewhere between a ball and a disc; so every snowball is a snowdiscall but not every snowdiscall is a snowball. Further, each snowball and snowdiscall in turn must be a distinct entity from the piece of snow which comprises it since they have different persistence conditions – squashing a piece of snow will suffice for the destruction of a snowball but not the destruction of the piece of snow which constituted it. But now Sosa 1993: 620 notes:

[T]here are infinitely many shapes S1, S2,…, between roundness and flatness of a piece of snow, and, for each i, having a shape between flatness and Si would give the form of a distinctive kind of entity to be compared with snowballs and snowdiscalls. Whenever a piece of snow constitutes a snowball, therefore, it constitutes infinitely many entities all sharing its place with it. Under a broadly Aristotelian conception, therefore, the barest flutter of the smallest leaf hence creates and destroys infinitely many things, and ordinary reality suffers a sort of ‘explosion’.

So, the radical argument from ontology concludes, clauses like (a) cannot form the basis of a semantic theory as there are simply no objects available to play the role of the required relata.


While the radical argument from ontology claims that there are no such things as ordinary words or ordinary objects of reference for those words, there is also a second, more modest, argument against referential content available. According to this ‘moderate argument from ontology’ (Stainton 2006), while ‘London’ and London do exist, they exist only as mind-dependent entities. They are thus not the kind of objects which can figure within a rigorous science of language. As Stainton 2006: 925-6 puts the argument:

[B]eing objective and ignoring interest-relative distinctions, the ‘scientific perspective’ cannot see entities whose individuation conditions inherently involve complex-human interests and purposes…[G]ranting that what common sense ‘sees’ is perfectly real, we still arrive at the same conclusion…that a comprehensive science of language cannot (and should not try to) describe relations of semantic reference, i.e. word-world relations. That is because the things which manage to be, on this more moderate view…are nevertheless not real in the right sort of way. Hence they cannot be ‘seen’ from the scientific perspective.

That this is Chomsky’s position seems evident when he writes 2000: 138-9:

It is not that ordinary discourse fails to talk about the world, or that the particulars it describes do not exist, or that the accounts are too imprecise. Rather, the categories used and principles involved need not have even loose counterparts in naturalistic inquiry.

So, the moderate argument from ontology concludes that semantic content, if it is to be scientifically respectable, must be non-referential.


Finally, it seems that the explanatory burden facing a semantic theory can be specified in purely internal terms. For instance, an adequate semantic theory for English needs to explain (in Pietroski’s 2005 example) why there is no reading of the sentence ‘The Senator called an oilman from Texas’ whereby the Senator (rather than the call or the oilman) is from Texas. Yet explaining this doesn’t require a complicated theory about the way words and objects hook up but rather a theory about the internal structures and content which influence semantic interpretation.
 As Pietroski 2005: 263-4 notes:

[I]nteresting phenomena – relevant to theories of meaning, since they bear on linguistic understanding – are often due to subtle interactions between lexical items and natural composition; and explaining such phenomena typically requires substantive (non-disquotational) hypotheses about lexical meanings and composition principles.

If the arguments of this section are correct then it seems not only that a semantic minimalist should accept a narrow account of semantic content but that she must adopt such an account. For either there are no such things as the words and objects the referential perspective presumes, or words and objects do exist but are individuated via appeal to human interests and are thus not the right kind of things to figure in a science of language. On the other hand, however, it also seems that the move to a narrow semantics might leave the explanatory burden of our semantic theory unchanged for the work our theory must do is already characterised in internal terms (this concern will be the focus of the next chapter). Yet if it is right that a minimalist must adopt a narrow view of semantic content then it is in fact, as argued above, far from obvious that she can be a minimalist at all. For if what sentences literally express is content which still requires application to a world via use prior to achieving truth-evaluable status, it seems this is tantamount to a rejection of minimalism. If minimalism is to survive, then, the arguments against referential lexical content must be rejected.
3) 
Rejecting the arguments against referential lexical semantics
Turning first to the objection that the referential picture can’t apply across the board: it is not obvious that an advocate of referential content should feel particularly discomforted by this point. First, what referential accounts of lexical content demand, it seems, it that for at least some expressions what they mean is given by features of the agent’s environment, but this clearly leaves room for other types of expression in natural language whose meaning is delivered in other ways.
 What we are concerned with in preserving the minimalist assumptions about word meaning is that lexical content be specifiable in atomistic, context-invariant ways and taking word content to be given by objects in the world is just one (intuitively appealing) way (potentially amongst many ways) of doing this. Second, as we will see below, we need to be clear about exactly what is involved in the claim (integral to broadly referential accounts of lexical content) that words get their meaning from facts outside the agent. For at least some varieties of this kind of approach might be applicable to all terms in a natural language. Specifically, if one were to opt for the kind of social externalism promoted by Burge 1979 then semantic externalism might be thought to hold true for a majority of natural language terms, not merely those which intuitively appear ‘world-directed’. So, without further support, worries about the limitations of the referential approach do little to promote the internalist cause. However further support for semantic internalism is, of course, in the offing here in the form of the two internalist arguments from ontology, so let’s consider these now. 


According to the radical argument from ontology there are no such things as public words or the ordinary objects of reference, so referential clauses stated in terms of such entities are destined to be empty. Yet we might ask what motivation the radical argument has for setting the standards for existence so high, for as Stainton 2006: 921 notes: 

[P]erfectly real objects can be quite hard to individuate/count, and can be norm-bound. They need not require a ‘robust divide’, but can rather be objectively different only in degree, with human interests settling the kind-divide between them. One could thus allow that there is such a thing as English…and that the nature of English and the words/sentences in it depend on a host of complex relations (political, military, historical, religious, etc) – including even explicitly normative ones having to do with ‘correct speech’…[T]his does not make English and its elements unreal.

It seems that this kind of approach could also extend to the objects on the right-hand side of clauses like (‘London’ refers to London(, allowing that, in at least some cases, human interests and actions do have a role to play in individuating the ordinary objects of reference without this making them unreal. Thus it could be that, in part, what makes something a chair is it’s makers intention that it be used as a chair. Or again what makes something London is in part agreement amongst a community of speakers that a current object is the same as that previously called ‘London’. Yet it doesn’t follow from this that there are no such things as chairs or London. If this is right then the radical argument from ontology can simply be rejected on the grounds that it sets existence conditions for both words and objects too high. 
Furthermore, in response to the Carnapian concern that object individuation is dependent on the kind of conceptual framework the counter adopts, it seems that an externalist might admit this point without it undermining their essentially realist world-view.
 For while recognising objects may well be a perspective-relative matter this doesn’t mean that there is not an objective world underpinning that perspective. As Sosa 1993: 608 notes:
[F]rom the fundamentally and ineliminably perspectival character of our thought it does not follow that reality itself is fundamentally perspectival. Everything that is true relative to a perspective and everything that is false relative to a perspective may be as it is as a necessary consequence of the absolute and unperspectival character of things….[O]ur perspectival references and truths may be seen to derive necessarily from absolute and unperspectival reality.

Finally, in response to Sosa’s concern about ontological explosion, we need to be careful where we locate the point of detonation here. For though it is right that our conception of reality expands when we admit snowdiscalls and all the other possible objects of reference this is not the same as reality itself expanding. Snowdiscalls exist because their grounds for existence do (i.e. collections of snow of the relevant shape) and when we come to recognise them what we see in the world expands but reality remains unchanged. It seems then that the radical argument from ontology, with its strong conclusion that both ‘London’ and London fail to exist, can be rejected by the externalist: public words and the ordinary objects of reference they pick out may be individuated with respect to human interests and beliefs but this doesn’t entail that they do not exist nor that there is no objective reality underlying our perspectival conceptions.

At this juncture, however, the internalist can turn to the moderate argument from ontology, pointing out that, while all this may be true, it provides no succour to the minimalist who wants to hold on to semantic externalism. For such perspectival, interest-relative objects are not what externalism promised us nor are they the kinds of things which can figure in a science of language. So, to the extent that minimalism holds semantic content to be scientifically tractable, referential accounts of lexical content must be abandoned. Once again however it seems that this line of argument can be queried. For a start it’s simply not all that clear what externalism promised us at the outset concerning the ordinary objects of reference. It is true that in Putnam’s classic externalist thought experiment ‘water’ was held to refer to H2O – a purely objective stuff picked out via the (non-interest relative) vocabulary of physics – but it is far from clear that this was supposed to be the model for an externalist explanation of all natural kind terms, let alone all expressions in natural language. For instance, on Burge’s social externalism, what matters for the meaning of the term ‘arthritis’ is the meaning assigned to this expression by experts in the community, viz. a condition resulting in a painful inflammation of the joints. This is clearly a broadly referential proposal even though we have not specified the content of the expression in terms of the basic vocabulary of physics. A non-internalist approach holds that, for an expression e, e’s content is fixed (in part) via an appeal to facts about an agent’s environment, either their physical environment or the community of speakers to which they belong. Yet it seems that this could hold true whether the content thus fixed is spelt out via an objective language of science, like H2O, or via talk of some more human-relative feature of reality like chairs, or even entirely abstract objects, like numbers. Non-internalism need not, it seems, be taken as simply co-extensive with some kind of brute physicalism. So objects individuated via appeal to human propensities could play a role in a broadly referential account of linguistic content, but could such an account still fall within the remits of science?

Chomsky 2000: 21 is adamant that it couldn’t:

To be an Intentional Realist, it would seem, is about as reasonable as being a Desk- or Sound-of-Language- or Cat- or Matter-Realist; not that there are no such things as desks, etc, but that in the domain where questions of realism arise in a serious way, in the context of the search for the laws of nature, objects are not conceived from the peculiar perspectives provided by the concepts of common-sense. It is widely held that “mentalistic talk and mental entities should eventually lose their place in our attempts to describe and explain the world” (Burge 1992). True enough, but it is hard to see the significance of the doctrine, since the same holds true, uncontroversially, for ‘physicalistic talk and physical entities’ (to whatever extent the ‘mental’-‘physical’ distinction is intelligible).

So must a genuine science of language be prohibited from talking about both beliefs and desires and chairs and tables? I think not, for it seems that a non-internalist could in fact accept Chomsky’s claims about the requirements of science and the nature of the ordinary objects of reference without being forced to accept the conclusion that a science of language must be blind to common-sense categorisations. Specifically, it seems that we might agree with Chomsky that it is in part human interests which individuate (some of) the objects of common sense and allow that a purely scientific account of such human-relative individuation is impossible (since it would need to be a ‘science of everything’ as Chomsky says), and yet still hold that the vocabulary of common sense could play a role in a genuinely scientific explanation of linguistic abilities. The move here would be to bracket the properties appealed to by common-sense categories separately from issues about what makes something instantiate this property (with this latter issue being a potentially non-scientific, interest-relative matter). 
On this approach, a scientific study of semantic content would be required to deliver a genuinely explanatory and predictive theory which showed how complex surface behaviour (e.g. subjects’ ability to acquire language given only limited evidence, to recover the literal meaning of an indefinite number of sentences, and to use language to communicate) was the result of a less complex underlying structure together with systematic rules for manipulating that structure. Thus an account which took the meanings of primitive expressions as basic and provided rules of composition for those terms (and a canonical method for delivering the meanings of complex expressions from those rules together with the meanings of primitives) would count as scientifically respectable on the current view, even if it incorporated axioms utilising the categories of common-sense. For the properties denoted by common-sense terms like ‘desk’ or ‘chair’ can be counted as perfectly respectable properties (i.e. one can be a realist about them) and this is all that is required for a scientific study of semantics. Of course there are murky questions lurking here about what makes something a desk or a chair and answering such questions may well require some kind of unsystematic, unscientific approach making reference to community norms and human interests, but these questions are not ones which get voiced or require answering from within the semantic domain. On this conception, then, a semantic theory is required to specify that ‘London buses are red’ means that London buses are red. It is not expected to tell us why ‘red’ means red and not blue, nor is it required to guarantee that every subject who grasps this semantic information knows what is required to make something a bus, nor must they be able to tell, for every object they encounter, whether or not it is a bus (a point returned to in §4).

The move here is analogous to the one suggested in Chapter 3 for providing a minimal account of the semantic content of directly referential expressions, like demonstratives. For demonstratives I argued that all that is required to grasp the semantic content of an utterance like ‘That is red’ is that a subject introduce a syntactically triggered singular concept relating to this token of ‘that’ which has as its content the object referred to by the speaker (where which object this is is settled by appeal to the speaker’s referential intentions). Furthermore, a subject should be deemed capable of doing this even if she can conceptualise of that content only under the token-reflexive description the actual object referred to by the speaker with this token of ‘that’. Similarly, then, for understanding general terms, like ‘chair’, what is required is that the subject deploy a general concept of the relevant property (chairhood) and this is something she can do without engaging in questions about what makes something a chair. It follows, then, that there may be cases where semantic information alone is insufficient to allow a subject to decide, for some object, whether or not it instantiates the property in question (i.e. whether or not it is a chair) and answering this question may thus require a non-semantic (and probably non-scientific) inquiry.

It seems to me then that the argument that a scientific methodology demands we excise chairs and tables from our referential canon is not well-founded. The radical argument from ontology can be rejected as it sets the standards for existence claims too high, while the moderate argument from ontology can be rejected since it conflates questions of concept content with questions of how we identify objects as falling under those concepts.
 Instead it seems to me that we might allow reference and extension identification to remain as murky as we like without this preventing the common sense properties we use for categorising the world from entering into genuinely explanatory hypotheses about linguistic content. This leaves us with the final challenge from the last section, that the explanatory burden of semantics is internalist in nature, so that any appeal to externally characterised content is otiose from the point of view of semantic theorising. So, is it right to think that a theory couched in purely internalist terms could be adequate to the explanatory role proper to a semantic theory? Well (along with many other theorists), I think not.
 For a start it is unclear how an internalist system gets beyond the level of syntax to that of genuine content in the first place. As Fodor 1990: 98-9 notes “words can’t have their meanings just because their users undertake to pursue some or other linguistic policies; or, indeed, just because of any purely mental phenomenon, anything that happens purely ‘in your head’. For ‘John’ to be John’s name, there must be some sort of real relation between the name and its bearer…something has to happen in the world”.
 If we want our words or thoughts to have content at all – to move beyond syntax to semantics – it  seems that the requirement to let the world in at some point in the specification of that content is inescapable. Furthermore, as many theorists have argued, if we want to account for the possibility of error (and the normative dimension of linguistic meaning in general) this seems to require us to posit an external dimension to semantic content. When someone learns that ‘contract’ means mutual agreement rather than written agreement, they take themselves to be corrected about the meaning of the term, yet this behaviour only makes sense given the externalist perspective that what matters for word meaning can lie outside the individual (this example is from Higginbotham 2006, though the point is of course well-known – see Wittgenstein 1953, Putnam 1975, Dummett 1978, Burge 1979, Kripke 1980). As Lassiter 2008: 608 notes: “it is possible for speakers to be simply wrong in their use of language because a language exists independently of its speakers. In contrast, under the individualist view, ‘incorrect usage’ is a murky social concept, usually a simple failure of communication or a faux pas”. If we want to account for the fact that there is such a thing as being right or wrong about what our words mean, it seems to me that we have no option but to allow an externalist dimension to semantic content. 
That words connect to the world is not, then, explanatorily redundant for semantics. However perhaps there is more to say here. For even if we disagree with Chomsky, Pietroski and others that the explanatory burden on semantics is entirely internalist in nature, still it might be the case that there is some internalist explanatory burden on semantics. If this is right, and if a broadly referential account of lexical content proves itself inadequate to the task of accommodating this internalist burden, then we would seem to reach a stalemate. Internalist accounts of word meaning fail to capture meaning (as opposed to syntax) at all and they fail to explain the normative dimensions of linguistic content, but non-internalist, broadly referential accounts, on the current suggestion, fail to accommodate the internalist work a semantic theory must do. Thus in the next chapter we will need to explore further this idea of an internalist explanatory burden and assess the extent to which a referential lexical semantics might be able to bear it.
4)  
Conclusion

There are arguments which seem to show that semantic minimalism should concern itself with an entirely non-referential, world-independent account of semantic content: first, we find between minimalism and the kind of semantic internalism espoused by Chomsky a surprising degree of common ground, which might lead us to expect that the two approaches should also share a common view of the nature of semantic content itself. Second, the kind of minimalist account of semantic content for indexicals and demonstratives recommended in Chapter 3 raises the concern that what minimalism is really offering us is a character-level account of content, rather than one which is genuinely object-involving. Furthermore, if Chomsky is to be believed, it is only the kind of narrow, non-referential notion of content which he recommends which can meet the demands on a scientifically respectable study of semantics. However I’ve tried to suggest that these arguments are mistaken. First, the arguments concerning the requirements of science can be rejected, for though the categories of common-sense may not figure in fundamental physics, this does not rule out the possibility of their figuring in a systematic, explanatory and computational study of semantics. Second, although much of the work a semantic theory needs to do may be specifiable in internal terms, not all of it is. Specifically, it seems that if we want to move beyond the level of syntax to semantic content at all (avoiding the kind of solipsism Fodor warns of) and to capture the normative dimension of linguistic meaning we must look to the world not merely to the individual’s mind.
 My claim is then that the minimalist need not and indeed should not give up on referential lexical semantics. Word meanings can be construed as the kind of discrete, context-independent entities which, when strung together in an appropriate syntactic framework, are capable of delivering a truth-evaluable claim, just as minimalism contends.
� Dancy 2004 stresses the atomic nature of lexical content on the minimalist picture, however it is not obvious to me that this should be seen as an essential (as opposed to a likely) feature of any minimalist account of lexical content. Lexical content for the minimalist could, it seems, be given by a complex entity so long as (i) the full complex was always contributed to larger linguistic units in which the term appeared, and (ii) these complex definition-like meanings were ultimately constructed out of world-involving elements. The worry minimalism has with complex lexical entries is then two-fold: first, as we will see in Chapter 5 §1, it is common for accounts which allow lexical complexity to also allow that, on at least some occasions, a word only contributes part of its complex content to larger linguistic units (e.g. to accommodate the phenomenon of polysemy). So holding that word meanings are complex and that the whole complex must be contributed to larger linguistic units runs counter a main motivation for adopting complexity in the first place. Second, as we will see in Ch.6 §3, the move to complex lexical entries may also be thought to be problematic for independent reasons.


� The notions of internalism and externalism are, of course, vexed ones, and everyone will be aware that there is a huge literature nudging up around the edges of this chapter and the next. However in what follows I’m going to try to remain largely non-committal on the precise kind of externalism which minimalism should actually adopt (e.g. a broadly referential externalism, like that embodied in the axioms to be given above, or some more Burgean kind of social externalism, or some combination of the two). It seems to me that what minimalism is committed to is the idea that semantic contents are the kinds of things which can be true or false and to get this result what is needed is just some kind of commitment to weak externalism, construed simply, as Rey 2005 suggests, as the view that ascriptions of some content depend in one way or another on relations a computational system bears to things outside itself. That is to say, minimalism assumes a lexical semantics which contains some kind of symbol-world connection. What I’ll be arguing for, then, is more a denial of internalism than presenting the case for a specific kind of externalism.


� Peacocke 2008: 75 writes: “It is an overarching constraint on something’s being a fundamental reference rule for a concept that, together with other information and conditions, it determine in various circumstances what are good reasons for making certain judgements containing the concept. An alleged fundamental reference rule that uniquely fixes an object, but does not contribute to the determination of reasons in this way, does not succeed in individuating a concept. Consider, for some particular object x, the alleged fundamental reference rule for an alleged singular concept k which states simply that: k refers to x. This proposed rule certainly determines a reference for k. But the rule does not contribute essentially to the determination of reasons in various circumstances for making judgements containing the alleged concept. The additional condition that k is F (perceptually given) may contribute to the determination of reasons for making judgements, but then the work is being done by the perceptual demonstrative that F. The referential dimension of a concept and its having a location in the space of reasons are coordinate elements in the nature of a concept. Neither can be fully elucidated without involving the other”. 


� This conclusion is endorsed by Collins 2009: 55 who writes: “Semantic theory does target invariance in the interpretation of linguistic structure, but we lack good reason to think that such invariance answers our inchoate notion of what someone says as reportable in the third person. In short, it is not obvious that linguistic structures encode anything worth calling a proposition, minimal or not. This should hardly be a shocking conclusion if our aim is a theory as opposed to a high-level description of what is inter-personally available”. Though note that minimalism, as construed here, is not a theory of what someone says.


� Discussion in the next two paragraphs follows Stainton’s 2006 very clear introduction of the issues.


� This goes back to the point with which this chapter began: the idea that the minimalist’s account of singular content is best understood in internalist terms, for what is required to explain the behaviour of a referential expression is content at the level of character not content at the level of worldly extension. Collins 2009: 63 suggests it is the explanatory redundancy of the external dimension to meaning, from the point of view of semantics, which is at the heart of arguments for internalism.


� Of course, an opponent might go on to argue that the way in which these non-externalist terms come to be meaningful could be extended to cover all terms in a natural language, in which case referential lexical semantics would prove otiose, but showing this obviously requires much more work from the internalist.


� Following Davidson 1974, we might also reject the idea that Carnapian counters really have different conceptual schemes here, since everything statable in one scheme can be translated into the other and a statement and its translation must be true or false together (i.e. the same statement can’t be true relative to one conceptual scheme and false relative to another).


� We might also note Williamson’s 2008: 223-4 objection that the kind of judgement scepticism which seems to underlie this rejection of common-sense ontology itself undermines the empirical evidence and methodology at play in scientific theories. As he writes 2008: 223: “Judgement skeptical arguments apply to standard perceptual judgements, on which the natural sciences systematically depend: microscopes, telescopes, and other scientific instruments enhance ordinary perception but do not replace it, for we need ordinary perception to use the instruments. If the contents of those perceptual judgements concern ordinary macroscopic objects, they are vulnerable to judgement skepticism about common sense ontology. If so, the empirical evidence for scientific theories is threatened. To assume that the evidence can be reformulated without relevant loss in ontologically neutral terms, in the absence of any actual such reformulation, would be optimistic to the point of naïvety”.


� Note that if there is any external dimension to meaning then externalism must be right. For a properly nuanced externalist account could in principle explain all internally specified requirements on a semantic theory, while the converse does not hold.


� This is to embrace Lewis’s 1972: 169 oft-quoted aphorism that “semantics with no treatment of truth conditions is not semantics”. See also Wiggins’ 2001: 12 admonition “Let us forget once and for all the very idea of some knowledge of language or meaning which is not knowledge of the world itself” (quoted in Williamson 2008: 20).


� See, for instance, Fodor 2008: 16, n.28: “Even these days it’s not unheard of in cognitive science to opt for a real, honest-to-God, ontological solipsism, according to which there just isn’t anything that’s not mental. Sometimes I think that maybe Jackendoff holds that; in my darkest moments I think maybe even Chomsky does”. This point resurfaces in Chapter 6, §2.
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