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Memory for Serial Order:
A Network Model of the Phonological Loop and Its Timing
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A connectionist model of human short-term memory is presented that extends the “phonological loop”
(A. D. Baddeley, 1986) to encompass serial order and learning. Psychological and neuropsychological
data motivate separate layers of lexical, timing, and input and output phonemic information. Connection
weights between layers show Hebbian learning and decay over short and long time scales. At recall, the
timing signal is rerun, phonemic information feeds back from output to input, and lexical nodes compete
to be selected. The selected node then receives decaying inhibition. The model provides an explanatory
mechanism for the phonological loop and for the effects of serial position, presentation modality,
lexicality, grouping, and Hebb repetition. It makes new psychological and neuropsychological predic-
tions and is a starting point for understanding the role of the phonological loop in vocabulary acquisition
and for interpreting data from functional neuroimaging.

Temporally modulated information-processing and sequential
behavior are essential to people’s everyday functioning, such as in
interpreting auditory stimuli and in using language. In a classic
article, Lashley (1951) argued that serially ordered behavior can-
not be explained in terms of “associative chaining,” whereby each
element in a sequence is associatively linked to its neighbors.
However, subsequent attempts to model serial order computation-
ally have continued to use associative chaining (e.g., Lewan-
dowsky & Murdock, 1989), and there remains a paucity of
adequate alternative accounts of people’s ability to recognize,
remember, reproduce, and become familiar with intricately timed
and rhythmic sequences such as those in speech.

In contrast, there has been substantial progress in identifying the
cognitive subsystems mediating the immediate serial recall of
sequences of verbal items. There is a large body of evidence from
psychological experiments suggesting that this form of memory is
mediated by a “phonological loop” comprising a speech input store
and a control process of subvocal articulation (Baddeley, 1986;
Baddeley & Hitch, 1974). However, this simple model is incom-
plete. For example, it does not specify the processing of serial
order information. This is a serious omission given the inherent
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seriality of verbal information. Yet another limitation of the pho-
nological loop concept is that it ignores long-term memory (LTM).
It therefore cannot address the effects of item familiarity (Hulme,
Maughan, & Brown, 1991) or learning phenomena such as the
Hebb repetition effect (Hebb, 1961). This further omisston has
been brought into sharp focus by recent evidence that the phono-
logical loop is involved in vocabulary acquisition (Baddeley, Gath-
ercole, & Papagno, 1998). In this article, we develop a connec-
tionist model of the phonological loop that builds on the insights of
the conceptual model and extends it to encompass serial ordering
and learning.

According to the conceptual model of the loop, the speech input
store acts as a temporary phonological buffer with rapidly decay-
ing contents. External speech enters the store automatically, and
subvocal rehearsal can be optionally used to refresh its contents.
This decay and rehearsal system is likened to a closed “tape loop”
of inner speech (Baddeley, 1986). The control process of subvo-
calization is also necessary for visual stimuli to gain access to the
phonological store. This simple conceptual model accounts for a
range of well-established features of immediate serial recall such
as limited memory span, effects of the articulation rate and pho-
nemic similarity of items, and interference caused by irrelevant
articulation (see Baddeley, 1986, for a review). The main findings
and their interpretations within the model are as follows:

Word length: Recall declines as word length is increased, such that s ~
2r + ¢, where s is span (the maximum number of items that can be
correctly recalled), r measures speech rate, and c is a constant (Baddeley,
Thomson, & Buchanan, 1975; Schweickert & Boruff, 1986). This is
consistent with the idea that articulation speed limits the rate at which
decaying phonological traces can be refreshed through rehearsal.

Articulatory suppression and word length: Articulation of irrelevant
items (i.e., “articulatory suppression”) during list presentation impairs
recall (Murray, 1968) and removes the effect of word length for visual
lists (Baddeley et al., 1975). Suppression also removes the word
length effect for auditory lists when it is continued throughout recall
as well as presentation (Baddeley, Lewis, & Vallar, 1984). These
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effects are as expected given the reasonable assumption that articu-
latory suppression prevents rehearsal.

Phonemic similarity: Lists of phonemically similar items are less well
recalled than lists of phonemically dissimilar items (Conrad & Hull,
1964). This is explained in terms of interference between the contents
of the phonological store.

Articulatory suppression and phonemic similarity: Articulatory sup-
pression during presentation and recall removes the phonemic simi-
larity effect for visual but not auditory lists (Baddeley et al., 1984).
This is explained by making the assumption that rehearsal is necessary
for visual stimuli to access the phonological store, whereas auditory
stimuli access it directly.

The phonological loop has also proved useful in interpreting
neuropsychological evidence that = auditory—verbal short-term
memory (STM) can be selectively impaired by neurological dam-
age (Warrington & Shallice, 1969). Such patients typically show
abnormally low memory span for auditory—verbal materials, com-
bined with normal learning and LTM, normal span for auditory,
nonverbal materials and relatively unimpaired memory span for
visual-verbal materials (see Shallice & Vallar, 1990). A particu-
larly pure case is illustrated by Patient P.V. (Vallar & Baddeley,
1984b; see also Case J.B. in Shallice & Butterworth, 1977, and
other cases reviewed by Vallar & Papagno, 1995). P.V. showed no
effects of phonemic similarity, word length, or articulatory sup-
pression in the recall of visual lists (Vallar & Baddeley, 1984a), so,
according to the phonological loop model, she was not using
subvocal rehearsal. However, P.V.’s auditory—verbal span of only
two items was far below normal performance under articulatory
suppression. Her auditory span was affected by the phonemic
similarity of the items but not by word length, suggesting that her
deficit corresponded to a marked reduction in the capacity of the
phonological store and an absence of rehearsal. However, as her
articulation skills were normal, her failure to rehearse probably
reflected a strategy choice, as little would be gained from rehearsal
given a deficient phonological store (Baddeley, 1990). Subsequent
cases have given further support to the idea of separable systems
for rehearsal and phonological storage (Vallar, Di Betta, & Silveri,
1997). Thus, the simple two-component model of the phonological
loop can provide an account of relatively subtle patterns of per-
formance associated with neurological damage.

The two major components of the phonological loop have recently
been localized in a functional neuroimaging study (Paulesu, Frith, &
Frackowiak, 1993). Paulesu et al. differentiated between the subvocal
rehearsal system and the phonological store by comparing the acti-
vation associated with making rhyming judgments with that associ-
ated with remembering lists of visually presented letters. Rhyming
judgments are assumed to involve articulatory speech output systems,
but not the phonological store: They are impaired by articulatory
suppression but not by chewing (Burani, Vallar, & Bottini, 1991) and
could be performed normally by Patient P.V. (Vallar & Baddeley,
1984b). Paulesu et al. identified the articulatory speech output com-
ponent (i.e., “subvocal rehearsal”) with Broca’s area, and the “pho-
nological store” with the left supramarginal gyrus (close, but slightly
posterior to, Wernicke’s area). This is roughly consistent with prior
neuropsychological data (see, e.g., Shallice, 1988) that identifies Bro-
ca’s area with speech output processes and Wernicke’s area with
speech input processes (note that the data attributing such complex
functions to locations are less clear than this simple picture; see, €.g.,

Blumstein, 1995). Interestingly, a review of lesions in patients as-
sumed to have deficits in the phonological store (including P.V. and
1.B.) suggested its localization to the region of the left inferior parietal
lobule and left superior temporal gyrus (including the supramarginal
gyrus and Wernicke’s area, respectively; Shallice & Vallar, 1990).

In summary, it can be seen that the phonological loop is capable
of explaining not only various aspects of verbal STM performance
in normal individuals but also neuropsychological evidence and
the results of functional neuroimaging studies. We note that the
model has also proved successful in explaining new findings, such
as the observation that variations in memory span across languages
and across stages of development can be predicted from differ-
ences in speech rates (Ellis & Hennely, 1980; Hitch & Halliday,
1983; Huime, Thompson, Muir, & Lawrence, 1984; Stigler, Lee,
& Stevenson, 1986). Although aspects of the phonological loop
account can and have been questioned, such as whether the word
length effect can occur in the absence of rehearsal (Brown &
Hulme, 1995; Cowan et al., 1992) or temporal decay of informa-
tion (Neath & Nairne, 1995), or whether interference from irrele-
vant speech affects a specifically phonological record,’ it retains
its strength as a general theoretical framework.

The concept of the phonological loop is thus ripe for translation
to a more detailed implementation going beyond the level of the
simple analogy of a tape loop of inner speech used by Baddeley
(1986) to provide a more realistic serial order mechanism and to
accommodate long-term learning effects. There is a vast amount of
detailed information gathered from STM experiments with which
to constrain modeling choices (see below). Given its recent pop-
ularity, and beguiling hints at analogy with the operation of brain
processes, connectionist modeling seems to be a fruitful frame-
work for such an implementation. In previous work, Burgess and
Hitch (1992) began the process of extending the ideas of the
phonological loop into a fully determined connectionist model of
short-term serial processing of verbal items. This model proved
successful as an explanatory account of performance in immediate
serial recall as a function of list length, word length, and items’
phonemic similarity. It also explained serial position effects and
some of the more detailed aspects of the types and proportions of
errors including serial order errors and phonemic substitution
errors. The main features of this model have also provided a useful
framework for a number of subsequent models of serial recall from
STM (Brown, Preece, & Hulme, in press; Glasspool, 1995; Gupta
& MacWhinney, 1997; Hartley & Houghton, 1996; Neumann,
1994; Page & Norris, 1998).

However, Burgess and Hitch’s (1992) model could not show
recency and phonemic similarity effects simuitaneously, nor could
it reproduce the characteristic sawtooth serial position curve for
lists of alternately phonemically similar and dissimilar items (Bad-
deley, 1968; see Figure 11). These failings suggest that phonemic
and positional information interact inappropriately within the

! The impairment of recall by exposure to irrelevant speech was ex-
plained by Salamé and Baddeley (1982) in terms of speech inputs gaining
automatic access to the phonological store. However, given subsequent
controversy (specifically, whether this effect is sensitive to phonemic
similarity between the list and distractor items; Macken & Jones, 1995), we
chose not to build it into the model. However, note that it would be
straightforward to implement Salamé and Baddeley’s account within our
model.
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model (for solutions to this problem, see Burgess, 1995; Burgess &
Hitch, 1996; Henson, Norris, Page, & Baddeley, 1996). Further-
more, interactions involving presentation modality and articulatory
suppression were not fully modeled, despite the fact that they were
critical in developing the concept of the phonological loop (see
Baddeley et al., 1984). No mechanism for learning over repeated
trials was included in the model, so it could not address the effects
of prior experience on immediate serial recall.

Here we present a connectionist model of immediate serial
recall that maintains the basic structure of our 1992 model but
significantly extends its range of application to address the rele-
vant neuropsychological data, differences between auditory and
visual presentation, the effects of articulatory suppression and
temporally grouped presentation, as well as effects of learning
such as item familiarity, Hebb repetition, rehearsal, and multiple
recalls of a list. The model has also been extended to include the
recognition memory task of judging whether a probe item has been
recently presented. Our immediate aim is to present an integrated,
mechanistic account of these numerous and diverse verbal STM
phenomena. Our longer term aim is to provide a starting point for
an analysis of related processes such as vocabulary acquisition.

The worth of a model of this sort depends on the ability to
interpret its proposed mechanisms in terms of both the psycholog-
ical processes and the brain regions that might implement them
(see also Gupta & MacWhinney, 1997). To this end, we attempt to
be consistent with data from neuropsychology and recent func-
tional neuroimaging regarding the modularity of the systems pro-
posed in the model. We implement the model within the connec-
tionist framework of functional units that are consistent with the
computational properties that could be expected of groups of
neurons. The detailed predictions made by the model with regard
to performance are then examined by numerical simulation. Anal-
ysis of an earlier, simplified version of this model has been
presented elsewhere (Burgess, 1995; see also Burgess & Hitch,
1996, and Hitch, Burgess, Towse, & Culpin, 1996). We hope that
the model may be used not only to understand, but also to predict,
experimental observations from psychology, neuropsychology,
and functional neuroimaging.

The Phonological Loop: Ideas and Data

Our starting point is that some aspects of STM for serially
ordered lists of pronounceable stimuli are well described, at a
crude level, by the conceptual model of the phonological loop
(Baddeley, 1986). As described earlier, these include the effects of
speech variables (i.e., word length, phonemic similarity, and ar-
ticulatory suppression) and their interactions under auditory and
visual presentation as well as selective neuropsychological impair-
ments of auditory-verbal STM. Accordingly, the first goal of our
computational model was to simulate the cluster of “speech-based”
effects already explained by the conceptual model of the phono-
logical loop. To extend the model to tackle the problems of serial
order and learning, it is necessary to decide which phenomena are
to be explained because different investigators place different
values on the relative importance of the experimental findings. The
following list describes what we consider to be generally accepted
key findings on serial order and learning in the context of verbal
STM. We have included recency and suffix effects because these
index major differences between auditory and visual presentation.

Serial Ordering Effects

Serial position curve: The probability of correctly recalling an
item as a function of its serial position in the list (the “serial
position curve”) has a bowed shape exhibiting both primacy and
recency (see, e.g., Crowder, 1972).

Presentation modality, suffixes, and phonemic similarity: Audi-
tory presentation of stimuli increases the recency effect (Crowder,
1972; Penney & Blackwood, 1989). An auditory suffix removes
this effect (Crowder & Morton, 1969), but a visual (graphemic)
suffix has little effect on lists presented in either modality (Hitch,
1975; Morton & Holloway, 1970). The modality effect is attenu-
ated by using phonemically similar items (Watkins, Watkins, &
Crowder, 1974).

Temporal grouping: Temporal grouping by the insertion of
pauses during presentation typically improves performance by
reducing order errors (Ryan, 1969). Grouping leads to “scalloped”
serial position curves (showing primacy and recency within each
group) and has a greater effect for auditory than visual lists, with
extra recency within each group (Frankish, 1985). Grouping has
the greatest effect when lists are presented in subgroups of three
items (Ryan, 1969).

Errors: The majority of errors in immediate serial recall of familiar
items are “order errors” rather than “item errors” (Aaronson, 1968;
Bjork & Healy, 1974) and tend to involve transpositions of neighbor-
ing items (Healy, 1974) and phonemically similar items (Conrad,
1964).

Errors and phonemic similarity: There is an interaction between
phonemic similarity and serial position in lists of alternating sim-
ilar and dissimilar items, in which the extra phonemic similarity of
half of the items affects only recall of those items (producing the
sawtooth serial position curves described earlier; Baddeley, 1968).

Influences of Longer Term Processes, Familiarity, and
Learning Effects

Item familiarity: Span increases with the familiarity of the items
used. Specifically, item familiarity affects the ¢ in s = 2r + ¢
(Hulme et al., 1991),

Nonword lexicality: Span for visually presented nonwords that
sound like words (e.g., BRANE) is higher than span for those that
do not (e.g., SLINT; Besner & Davelaar, 1982). This effect re-
mains under articulatory suppression.

List repetition: Recall performance improves if a list has re-
cently been previously presented and recalled (the Hebb repetition
effect; Hebb, 1961). The Hebb effect is not obtained when the
repeated list is presented in a different temporal grouping (Bower
& Winzenz, 1969). If a list is rehearsed aloud, the number of extra
errors committed on each rehearsal decreases with the number of
repeated recalls (see Heffernan, 1991).

Serial order intrusions: Seriai order intrusions occur in which an
item from a previous list is recalled as an error at the same position
in the current list (Conrad, 1960).

Summary

We have reviewed the subsystems involved in verbal STM, as
captured by the concept of the phonological loop (Baddeley,
1986). This model explains a cluster of phenomena associated with
the effects of speech variables, together with data on the selective
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neuropsychological impairment of auditory—verbal STM. In con-
trast, there has been a relative lack of progress in describing how
the verbal STM system deals with the encoding and reproduction
of serial order or how its operation is modified by long-term
learning. A rationale was given for implementing a fully deter-
mined connectionist model of the phonological loop that would
tackle all these issues in a single functional architecture. An initial
such model (Burgess & Hitch, 1992) was fruitful in extending the
conceptual model to handle serial order effects, but it failed to
reproduce some human data and contained no mechanism for
long-term learning or modality effects. The key empirical obser-
vations relating to these effects were identified and proposed as
constraints on the architecture of the new model. In the next
section we describe the rationale for the architecture of the new
model and outline its manner of operation.

Rationale for the Functional Architecture of the Model
Modeling Background

The selection of items in serial order raises many questions in its
own right, such as whether the items considered are subcomponents
of a physical movement, words in a sentence, or merely digits in a
telephone number. Until fairly recently, detailed modeling of short-
term recall has been primarily mathematical. Some of these models do
not address the problem of serial order (e.g., Naime, 1990), or they do
so in a limited way, falling short of a full model of serial recall
(Drewnowski, 1980; Schweickert, 1993). Models that tackle the prob-
lem of order differ as to whether they make use of associative
chaining between successive items. For example, Estes (1972) and
Lee and Estes (1977) followed Lashley (1951) and rejected chaining.
They proposed models in which serial order is encoded by item—
position associations, with positional information represented in a
multilevel hierarchy (see also Lee & Estes, 1981). In another model,
Shiffrin and Cook (1978) proposed that associations are formed
between items and a set of nodes with chaining between nodes and
not the items. At the other extreme, Lewandowsky and Murdock
(1989) proposed the theory of distributed associative memory (TO-
DAM), a holographic model that relies entirely on interitem associa-
tive chaining. However, none of these models addresses the cluster of
effects so successfully explained by the phonological loop concept,
nor do they address the related neuropsychological data.

The subsequent development of connectionism has produced
many models that exhibit various sorts of serial behavior. How-
ever, the majority of these have tended to rely on some form of
chaining mechanism that associates previous states to successive
states. Such models typically rely on delay lines to propagate
activation in output or hidden layers at previous times back to the
hidden or input layers (Elman, 1990; Jordan, 1986) or to the same
layer (Kleinfeld, 1986; Sompolinsky & Kanter, 1986). However,
as noted earlier, Lashley (1951) showed that associative chaining
is a poor model for order errors. One of his arguments was that
anticipation errors in skills such as speech and typing suggest that
order is encoded by a superordinate schema in which parts of the
sequence become active before they are output. Recent studies of
immediate serial recall confirm that the chaining of item or pho-
neme representations would generate errors that are incompatible
with the observed data (Henson et al., 1996). The same point has
also been demonstrated by simulation (Burgess & Hitch, 1992).
An alternative to chaining as a means of item selection is therefore
indicated.

Item Selection in Serial Recall

A line of connectionist models has been inspired by Lashley’s
(1951) suggestion that items in a sequence are partially activated
by some scanning mechanism before output and by evidence of
response competition from various fields (see, e.g., Eriksen, Coles,
Morris, & O’Hara, 1985). Such models assume that serial order is
imposed on a set of items by a mechanism referred to as compet-
itive queuing (CQ) by Houghton (1990). These models typically
posit a set of nodes, each representing an item, with variable
activation values, and a competitive interaction between nodes
such that the most active is selected for output. This is followed by
suppression of the selected node, which enables selection of the
next item in the list (see also Grossberg, 1987; Rumelhart &
Norman, 1982). Houghton and Hartley (1996) provided a much
fuller discussion of the background to the computational issues
behind this solution to the problem of serial order. Biologically
plausible mechanisms that might underlie the suppression of the
activation of the winning item were spelled out by Houghton,
Glasspool, and Shallice (1994).

With specific regard to immediate serial recall of lists of items,
we note that when lists contain no repeated items, repeats at recall
are rare and tend to be separated by many intervening serial
positions (Henson et al., 1996). On the other hand, when the
presented lists include repeats, there is a tendency for the second
item to be overlooked (the Ranschburg effect; Jahnke, 1969).
Taken together, these effects point to a CQ-like selection process
in which items compete to be chosen, are suppressed once chosen,
and slowly recover from suppression. It is interesting to note that
the serial behavior of TODAM owes much to the way that the
calculation of the probability of correct recall implicitly suppresses
recalled items (Lewandowsky & Murdock, 1989, p. 33; see also
Lewandowsky & Li, 1994; Mewhort, Popham, & James, 1994;
Nairne & Neath, 1994).

A Minimal Connectionist Model

The CQ mechanism alone would be sufficient to provide a
minimal model of immediate serial recall simply by having CQ
among items at presentation and once more during recall. As each
item was presented, that item would receive the greatest activation,
thus being selected by CQ at that time step and subsequently
suppressed. The gradual recovery from suppression of these items
would ensure that at the beginning of recall, the item that had been
presented first would be the most active (it would have had the
greatest time to recover), the second item in the list would be the
second most active, and so on. Thus, selection, by CQ, of the most
active item at each time step in recall would result in the selection
of items in the correct order. Of course, there must also be errors
to model the human data, and the particular characteristics of these
error data indicate the presence of both phonological and temporal
or contextual influences on item activations in addition to CQ
among them. However, before discussing these influences, we
consider the nature of item-level representations.

Item Representations

We assume that the selection of items in serial order takes place
at a lexical level and involves the vocabulary from which list items
are drawn. This is necessary to account for order errors in which
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an item from the experimental vocabulary is recalled in the wrong
position (Conrad, 1965). The assumption that item representations
are at a lexical level also provides a natural locus for modeling the
effects of variables such as word frequency (Watkins, 1977) and
item familiarity (Hulme et al., 1991) on recall.

Although the inclusion of lexical representations in a model of
STM is relatively uncontroversial, the idea that serial ordering
operates at this level raises a number of issues. First, encoding and
outputting individual items also involves selection of their constit-
uent elements in serial order. We assume that a separate selection
process takes place at this sublexical level, but, for simplicity, we
do not model these processes here. Hartley and Houghton (1996)
showed how CQ could operate to select phonemes in serial order
in a way that is compatible with the present type of model. Second,
an alternative to CQ among item representations would be com-
petition among place markers for the serial positions within a list.
This would have some advantages in modeling memory for non-
words. However, given that place markers would have to be
strongly associated to items in order to reproduce many of the
phenomena of interest, parsimony favors selection among items (a
discussion of how such a system handles nonwords is given
below). A third issue is whether serial selection might also operate
at a supralexical level. There is evidence that incoming sequences
may be encoded in the form of familiar, learned “chunks” (Miller,
1956) that can vary in size to include units larger than individual
words (Simon, 1974). Moreover, extensive training in digit span
has been shown to increase span through increasing the extent to
which sequences are recoded into higher order units that are
themselves made up of chunks (Ericsson & Chase, 1982). A
complete model of STM must include these important processes.
However, for simplicity, consideration of such higher level chunk-
ing can be deferred while still allowing memory for such familiar
lexical items as letters, digits, or words to be modeled. A separate
consideration of chunking is supported by evidence that effects on
chunking and phonological variables on immediate serial recall are
independent of one another (Zhang & Simon, 1995).

Phonological Information: Neuropsychology and
Phonemic Feedback

The main components of our model of the phonological loop,
beyond CQ of items, are its subsystems for speech input and
speech output. The assumption of separate input and output sys-
tems for speech is supported by independent evidence from studies
of dual-task interference (Shallice, McLeod, & Lewis, 1985).
Thus, there is minimal interference when a task involving phono-
logical output is combined with one involving phonological input,
but combining two input tasks or two output tasks is difficult. As
noted earlier, neuropsychological data identifies speech output
processes with Broca’s area and speech input processes with
Wemicke’s area. Further arguments in favor of separate input and
output systems were provided by Morton and Patterson (1980),
Shallice and Vallar (1990), and Shallice (1988, chap. 7.1).

To model input and output systems, it is necessary to specify the
way they are connected. Again, neuropsychological data are in-
structive. Along with Wernicke’s and Broca’s aphasias, a third
category (conduction aphasia) has been identified and related to a
disruption of the pathway between speech input and output sys-
tems. Conduction aphasic people can be divided into at least two
subclasses: those unable to repeat lists of short words in the correct

order (e.g., the classic STM patients mentioned earlier, J.B. and
P.V.) and those unable to correctly repeat a single, long, low-
frequency word (see, e.g., Goodglass & Kaplan, 1972). Note that
these symptoms are not ascribed to simple deficits in speech

" comprehension or production (indeed, J.B. worked as a secretary),

indicating unimpaired input and output phoneme layers. Thus, we
are led to implement two pathways from input to output phonol-
ogy, one pathway via an item representation and ordering mech-
anism, and a second direct pathway (see Shallice, 1988, and
Shallice & Vallar, 1990, for further discussion).

Further evidence supporting the direct input—output connection
comes from studies showing that speech inputs can be immediately
repeated with little or no interference from various distractor tasks,
suggesting a “privileged loop” of direct connections from input to
output phonemic buffers (McLeod & Posner, 1984). The develop-
mental ability to learn to associate a word with the same input and
output phonology indicates that these direct connections should be
reciprocal. Neuropsychological evidence supports this suggestion;
for example, Patient M.K. (Howard & Franklin, 1987) did not
appear to be able to convert output phonological representations
into input phonological representations to access semantic form
(thus, he could not give the meaning of a written pseudohomo-
phone despite being able to pronounce it and being able to give the
meaning of the corresponding written words). Thus, we model the
connections between input and output phoneme layers by a uni-
directional pathway via item representations and an ordering
mechanism and by a bidirectional direct pathway (see Figure 1).

The pathway from output phonemes to input phonemes de-
scribed earlier and the phonemic feedback it allows are important
components of the model. This feedback enables visual material to
activate input phoneme representations via subvocalization and
enables subvocal rehearsal to reactivate input phoneme represen-
tations (thus allowing relearning of decaying connection weights;
see below). It also allows selection of an item during output,
initiated by activation feeding to item nodes from the context
signal, to be influenced by phonemic feedback. This has important
consequences in terms of accidental selection of phonemically
similar items and the effect of an item’s familiarity (with familiar
items provoking stronger phonemic feedback). The model’s pho-
nemic feedback may be thought of as the mechanism by which one
hears one’s own voice when reading or rehearsing a list item.

The phonemic feedback can be thought of in terms of recurrent
autoassociative networks or reverberatory loops, in that the

auditory suffix, articulatory suppression (aloud)
temporal grouping N\

/— | acoustic input buffer |

[ context/ timing | [ input phonemes |
. R

Hebb repetition —— -
serial order intrusions . N
4

visual word ——= m

recognition
visual nonwords / R
A
monosyllabic

. o (g ] <

Figure 1. The structure of the model, indicating the routes by which
visual and acoustic inputs reach the model and the locus at which articu-
latory suppression affects the performance.

presentation modality,
item familiarity

articulatory suppression
(silent or aloud)
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output—input phoneme connections create a feedback loop involv-
ing the item and phoneme layers. Note, however, that our simu-
lation of recall is such that activation passes around this loop only
once before item selection occurs (see the section on implemen-
tation). Many models of memory have used autoassociative recur-
rent feedback (see the introduction and the section on modeling
background). Its use in our model is related to the ideas of
“clean-up” units (e.g., Plaut & Shallice, 1993) or “redintegration”
(e.g., Hulme et al., 1997; Schweickert, 1993) in recall. A model of
verbal STM that stresses reciprocal connections between corre-
sponding input and output phoneme units was outlined by Camp-
bell (1990). Some speech production models such as the one by
Dell, Juliano, and Govindjee (1993) also make use of internal
feedback from the output representation (but also see Levelt et al.,
1991).

Positional Context, Timing, and Temporal Grouping

The idea that positional information is represented in STM is
controversial. Inexact memory for position is demonstrated by the
observation that incorrectly recalled items tend to be recalled near
to their serial position during presentation. This is so regardiess of
whether they are order errors from the current list (Healy, 1974) or
intrusions from the previous list in a block of trials (Conrad, 1960).
However, the distribution of order errors is not a strong constraint
because it can be simulated by models that do not represent
positional information explicitly, as with the ordinal representation
of the primacy model (Page & Norris, 1998). Conrad’s evidence
for serial order intrusions is more telling, as it is difficult to see
how intrusions from a prior list can preserve positional information
if such information is not represented in some way. Other evidence
for the representation of positional information is the change in the
pattern of order errors when a list is temporally grouped during
presentation (Ryan, 1969). Under these conditions, incorrectly
recalled items still tend to be recalled near their correct serial
position, but superimposed on this is a tendency for errors to
preserve within-group position, as in 387 154 — 357 184. Such a
pattern is most directly explained by assuming representations of
both between- and within-group positional information.

Burgess and Hitch (1992) modeled the coding of positional
information as a “context” signal that functions similarly to attach-
ing serial position “tags” to each item. To capture the idea that
positional information is coded imprecisely, positional context was
modeled as a moving window, such that there was similarity
between the signals for successive positions. This view of context
and context—item associations is similar to Lee and Estes’s (1981)
model, although in their case order errors were caused by pertur-
bations to the positional associations of items rather than overlap
between the representations of nearby positions themselves. Sub-
sequently, Treisman, Cook, McNaish, and Crone (1994) proposed
the existence of a central timing system composed of several sets
of similar temporal oscillators, with each set giving rise to a
distinct distribution of frequencies (see also Church & Broadbent,
1990). Treisman et al. found that exposing participants to a regular
series of auditory clicks disturbed both their subjective estimation
of time and electroencephalogram (EEG) results. They assumed
that the clicks entrained subsets of oscillators whose natural fre-
quency was close to the click rate, thus disturbing their usual
contribution to both time estimation and the EEG. The rhythm of
a regular series of verbal items may similarly entrain subsets of

internal oscillators. If so, the outputs of such oscillators would
overlap for successive items, thus providing a possible mechanism
for our original idea of a moving window.

In recent work, Hitch et al. (1996) interpreted the context signal
in terms of the oscillatory processes envisaged by Treisman et al.
(1994) and showed how temporal grouping might have its effects
by entraining multiple rthythms (see also Henson and Burgess,
1997). Modeling temporal grouping by modifying serial position
tags has been proposed previously (see McNicol & Heathcote,
1986, pp. 7677, for a brief review). However, those authors noted
the need for a more complete model of order storage and retrieval
in which to examine such mechanisms. McNicol and Heathcote
(1986) suggested that the representation of serial position in
grouped lists corresponds to points in a plane where one dimension
reflects position within a list and the other dimension reflects
position within a group. We adopted this approach previously
(Hitch et al., 1996) and in the current model.

The characteristic shape of the serial position curve relating the
probability of correct recall to serial position does not itself pro-
vide an argument for the representation of some correlate of serial
position. Thus, many models that do not store positional informa-
tion generate serial position curves that simulate human perfor-
mance (e.g., TODAM; Lewandowsky & Murdock, 1989). How-
ever, positional models do generate a simple account of primacy
and recency. That is, if item 7 is close to the beginning (or end) of
the list, there will be fewer items preceding (or following) it and
therefore fewer items associated to similar positional representa-
tions with which to be confused. For further discussion of the use
of temporal, positional, and ordinal representations in models of
STM, see Henson (1998b) and Henson and Burgess (1997).

Effects of Presentation Modality

So far, we have given priority to the architecture for dealing
with the serial order of a sequence of verbal items with little regard
for how they are presented. The most obvious effects of presen-
tation modality concern recency (see, e.g., Crowder, 1972), so it
would be reasonable to assume that auditory presentation induces
a sharper positional coding in the context layer (see Henson,
1998b) or perhaps a strengthened association to the final context
state. The former corresponds to the view that the time of occur-
rence is encoded more distinctively for auditory than visual stimuli
(Gardiner, 1983; Glenberg & Swanson, 1986). However, this
hypothesis has been applied mainly to LTM and has received
somewhat mixed experimental support (Neath & Crowder, 1990;
however, see Marks & Crowder, 1997). It is also possible to
account for presentation modality at the level of coding by explic-
itly adding a set of modality-dependent features to the encoding
scheme (see Naime’s, 1990, feature model). This approach has
been successfully applied to the framework of our 1992 model by
Neumann (1994). However, we are reluctant to add arbitrary extra
features to the phonological coding of only auditory items, as there
seems to be no a priori reason why one modality should benefit
over the other in this way.

Given that the conceptual model assumes that auditory inputs
access the phonological store directly, while visual inputs have
first to be articulated (Salamé & Baddeley, 1982), we chose to
focus on the routes by which different types of input reach the core
part of our model. Campbell (1990) showed that a model with
different access routes can explain modality differences such as
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recency and suffix effects and comparisons among spoken, lipread,
and graphemic inputs. In Campbell’s model, auditory, mouthed, or
lipread items activate the input phoneme layer via a smaller
capacity store specialized to speech stimuli. This store is similar to
the precategorical acoustic store (Crowder & Morton, 1969) and
holds a decaying trace of the item unless overwritten by a subse-
quent input. In contrast, visual (graphemic) items activate the
output phoneme layer via a process of grapheme-to-phoneme
conversion. Reciprocal connections between the two phoneme
layers ensure that visual items also activate the input phoneme
layer, but they do this without accessing the speech input store. We
make assumptions similar to those of Campbell (1990), although in
our model visual items activate item nodes directly, as we think
that grapheme-to-phoneme conversion is probably not necessary in
adult readers (with the exception of polysyllabic nonwords). Colt-
heart, Curtis, Atkins, and Haller (1993) and Zorzi, Houghton, and
Butterworth (1998) provided further discussion of dual route mod-
els of reading, and Seidenberg and McClelland (1989) gave the
alternative single-route view.

Learning

Tasks of immediate serial recall require short-term learning of
the order of familiar items and of the sound of a novel item or
nonword. Human performance in these tasks also shows longer
term learning effects, such as improved performance on familiar
sounding items (i.e., frequency effects among words and lexicality
effects among nonwords) and on repeated lists (the Hebb repetition
effect). Hebbian strengthening of connections over different time
scales has biological plausibility from experiments showing simul-
taneous short- and long-term potentiation of synaptic pathways
(see, e.g., Bliss & Collingridge, 1993; McNaughon, 1982), and
related learning rules have been used in previous models of mem-
ory (Gardner-Medwin, 1989; Plaut & Shallice, 1993). We there-
fore incorporated “fast” and “slow” weights in the same connec-
tions to show long- and short-term learning effects, without
altering the structure of the model. The decay of fast learning
weights is also a simple way of modeling the temporal decay of
information in the phonological loop, whereas the slowly varying
weights are used to model the effects of item and list familiarity.
The sounds of words and their pronunciations can be learned by
strengthening connections between phonological and item repre-
sentations, and serial order can be learned by strengthening con-
nections between items and context-timing representations.

We make the simplifying assumptions that phonological repre-
sentations are a primitive of the system (given that we are con-
cerned with adult performance) and that semantic information can
be ignored (because variables such as semantic similarity have
relatively little effect on verbal STM; Baddeley, 1966; Saint-Aubin
& Poirier, 1999). Indeed phonological and semantic memory ap-
pear to be dissociable, as evidenced by, for example, the tendency
for J.B. and P.V. to remember the gist of a sentence rather than its
surface structure.

A classic demonstration of long-term serial learning has been
provided by the Hebb repetition effect, in which memory for a list
presented for immediate serial recall improves with successive
repetitions of the same list, provided that the repetitions are not too
widely spaced (Hebb, 1961; Melton, 1963). Experimental evidence
suggests that this effect and the effects of temporal grouping are
strongly related as changing the grouping of the repeated list

removes the Hebb effect (Bower & Winzenz, 1969). Modeling
both effects in terms of context-item associations is consistent
with this observation. Note that active recalls are necessary in
producing the Hebb effect rather than repeated presentations alone
(Cunningham, Healy, & Williams, 1984), so that learning in long-
term weights (at least for context—item connections) should occur
only at recall. However, this makes little practical difference to the
simulation results we present below.

Errors

The individual errors committed by a participant are not deter-
ministically controlled by experimental parameters, so we examine
how the model breaks down in the face of “noise” or unreliability
in its operation, as in our 1992 model (Burgess & Hitch, 1992). We
model errors as occurring during recall following evidence that
errors associated with the phonemic charact@ristics of the items do
not occur during encoding (Conrad, 1964) but are associated with
retrieval (Baddeley, 1968). That errors should occur primarily at
the final output stage of the recall process (when items receive
both context and phoneme inputs) is also indicated by the inter-
action between serial position and phonemic similarity on the
likelihood of an error occurring. This is obvious from an inspection
of serial position curves (see Drewnowski, 1980, or our Figure 11),
in which the number of extra errors in lists of phonemically similar
items, compared with lists of dissimilar items, depends on serial
position in a way similar to the total number of errors. Because
serial ordering is modeled at the item level, output is scored at the
item level and within-items errors (such as misordering of an
item’s constituent phonemes) are not addressed.

The Core of the Model

The model that results from the considerations discussed earlier
is summarized in this section. Its overall organization is shown in
Figure 1, and detail of the architecture of the core component of
the model is shown in Figure 2. Its main features are as follows: (a)
Separate layers of nodes are used to represent items, input pho-
nemes, output phonemes, and the context-timing signal. (b) The
representation of phonemes and items is local and is such that one

context/ timing input phonemes
CHONONCGHONONG, 000
privileged

\ O 00
items Mw loop
(winner-take-all
& suppression)

CRONONONONONT,
output phonemes

Figure 2. 'The basic architecture of the model. A single arrow between
two layers represents connections from all units in one layer to all units in
the other. Thick arrows are excitatory connections with short- and long-
term plasticity; the full line with filled circles is a winner-take-all inhibitory
interaction, with subsequent decaying inhibition of the winner; thin double-
ended arrows are fixed one-to-one connections between corresponding
input and output phoneme nodes.
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node represents one item or phoneme. (c) Connections between the
item layer and each of the phoneme layers are modifiable and
represent the system’s knowledge about the phonemic content of
items. These connections enable phonemic inputs to activate item
representations, as in list presentation, and allow item representa-
tions to drive speech output, as in recall. (d) Connections between
the context and item layers are also modifiable. (¢) Modifiable
connections have a component that decays with time. (f) In addi-
tion, there are hard-wired (i.e., nonmodifiable) one-to-one connec-
tions between corresponding input and output phoneme nodes such
that activation in one is automatically reproduced in the other. (g)
CQ is implemented in the item layer. (h) The activation of output
phoneme nodes in vocal or subvocal rehearsal is the rate limiting
process, as items with more phonemes take longer to output.

The basic operation of the model common to acoustic or visual
presentation can be briefly summarized as follows: Presentation of
an item causes item nodes and input and output phoneme nodes to
be temporarily activated via their interconnections. Competition
between item nodes ensures that only one remains active (the
“winner”). Simultaneously, a subset of nodes in the context layer
is activated (these nodes correspond to the current state of the
moving window; see Figure 3A and Burgess & Hitch, 1992).
Modifiable connections linking currently active nodes in adjacent
layers are strengthened by Hebbian learning. This entails strength-
ening associations between the context signal and the item selected
by CQ and between this item and its input and output phonology.
Before presentation of the next item, the winning item is inhibited,
the strength of modifiable connections and inhibitions to previous
items undergo decay, and the next context state is activated.

During recall, the slowly varying context-timing signal is re-
peated and evolves through the same successive states as during
presentation. For each such state, item nodes receive activation
from the context layer, and the most active “wins” and provides
phonemic feedback via the output and input phoneme layers.
These inputs combine additively, and the most strongly activated
item node at this stage is output. The final output selection process
is taken to be unreliable, modeled by adding zero mean Gaussian
noise to the input to item nodes. Thus, the fundamental reason for
errors at the item level is noisy selection of items receiving input
from both the context—timing signal and the input phoneme nodes,
as in our 1992 model (Burgess & Hitch, 1992). For example, serial
order effects result from CQ of the item nodes, such that the
activation of a selected node is subjected to decaying inhibition.
The model incorporates a basic form of rehearsal that corresponds
to repeating the recall phase. Note that errors occur solely during
the final selection of output: The other processes in the model are
assumed to be error free (e.g., the repetition of the context—timing
signal,” and the suppression of items and their recovery from
suppression).

There is a simple mapping onto the conceptual model of the
phonological loop insofar as the input phoneme layer corresponds
to the phonological store and the output selection mechanism
corresponds to part of the speech production (articulation) system.
The idea of subvocal rehearsal or “inner speech” corresponds to
the use of output phoneme activations to reactivate input phoneme
nodes, providing phonemic feedback to the items; this process is
supported by the loop of connections from input phonemes to
items to output phonemes and back to input phonemes. Temporal
decay of the short-term connection weights learned at presentation
corresponds to the decay of information in the phonological store

and provides word length effects when noise is introduced into the
system. Decay can be offset by relearning the short-term connec-
tion weights every rehearsal.

Presentation modality is assumed to affect the routes by which
external stimuli gain access to the system. Auditory stimuli do so
by activating the input phoneme layer first, whereas visual (gra-
phemic) stimuli activate the item layer first. In addition, there is an
acoustic input buffer for auditory stimuli.

As well as providing a quantitative mechanism for the operation
of a phonological loop, the model contains several additional
features. The most notable are (a) the context—timing signal, which
plays a key role in generating effects of serial position, Hebb
repetition, temporal grouping, and serial order intrusions; (b) the
CQ mechanism, critical for generating serial output and giving the
correct behavior for repeated items in recall; (c) separation of input
and output phonology as consistent with neuropsychological and
experimental data; and (d) a mechanism for including the effects of
long-term learning.

In the remainder of this section, we describe the core aspects of
the model in detail. In the section on extending the core model, we
describe how the model simulates the effects of presentation
modality, articulatory suppression, temporally grouped presenta-
tion, and recognition memory judgments. The effects of lesioning
the model are described in the section on performance.

Learning: Long- and Short-Term Connection Weights and’
Item and List Familiarity

All nodes are either active (activation value 1) or inactive
(activation value 0). Simulations proceed in steps of the presenta-
tion, recall, or rehearsal of one item, corresponding to wi seconds
(the item’s spoken word length; see the section on implementa-
tion). Aside from the fixed one-to-one connections between input
and output phoneme nodes, all of the connections in the model
have a weight that shows both long and short-term Hebbian
plasticity. The long-term weight is denoted by Wf-j(t), where ¢ is the
time since the start of a list and i and j denote the nodes at either
end of the connection (which goes from node j in the layer above
to node i in the layer below). ij(t) is slowly incremental and
saturates (i.e., it cannot exceed a maximum or minimum value in
magnitude). The short-term weight, Wi (1), is capable of large
increases to a maximum value given by Wi, but decays by a
factor A per second or A" per simulation step; that is,

Wi(r + wl) = A"Wi(1),

where A < 1. The net weight of a connection is the sum of the
short- and long-term components:

Wi = W:j(t) + Wiln).

As well as decay of the short-term connection weights, the model’s
modifiable connections change from one step to the next as a result
of the following learning rules:

2 An explicit mechanism for the generation of the context-timing signal
might involve a set of oscillators in which patterns of activation reoccur
naturally (see Henson & Burgess, 1997; Hitch et al., 1996; Brown, Preece,
& Hulme, in press).
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Figure 3. The context-timing signal: Filled circles are active nodes; empty circles are inactive nodes, the index
T represents serial position. A: The representation for ungrouped lists shows a moving window of activation that
is reset at the start of recall (adapted from Burgess, 1995; see also Burgess & Hitch, 1992). B: The second set
of context nodes (Set 2) recruited by temporally structured presentation of a list. Temporal grouping of
presentation by insertion of a pause between T = 3 and T = 4 causes the moving window of activation of these

nodes to be reset. Adapted from Hitch et al., 1996.

_ [ Winla(0) - elaf) if a0 >0
Wit + wi) = { wi(r) ’ otherwise, M
_ [ Wie) + Blafr) — 8la(n) if a(r) > 0;
Wit + wi) = { ij(z) ' otherwise, (%)

where a,(f) are the activation values of nodes i and j, respectively,
and € is a small positive constant determining the size of changes
to long-term connection weights. The maximum and minimum
values for long-term connection weights are (I — @)W’ and
— W' .. so that W.__ is the range of possible values. For all but
the connections between the input phoneme and item layers, the
value of 0 is zero, so that both short- and long-term connection
weights are always positive or zero. For the input phoneme-item
connections, 8§ = 0.5 to allow balanced positive and negative
connection weight values. These are necessary to ensure the spec-
ificity of an item’s association to its phonemes: Learning brings
not only a stronger positive association with its own phonemes but
also a stronger negative association with other phonemes. As we
show, this is important in modeling the effects of presentation
modality and recall of lists of mixed words and nonwords. The
above type of learning rule, in which the level of presynaptic
activity determines whether the synaptic weight increases or de-
creases, has been proposed as a model for synaptic plasticity (see,
e.g., Bienenstock, Cooper, & Munro, 1982).

All connection weights must be normalized by the number of
active nodes in the layer from which they project, so that infor-
mation represented by many active nodes (e.g., a word containing
many phonemes) does not cause greater activation in the next layer
than one represented by few active nodes. Thus, the maximum size
of short-term connection weights is controlled by W;, ., = 1/n_ for
context—item connections, Wy, = 1/n, for input phoneme-item
connections, and W}, = 1 for item—output phoneme connections,
where n, is the number of phonemes in the item and n, is the
number of active context nodes in the moving window (see n,, in
Figure 3A). The size of long-term connection weights is scaled
similarly, with

3)

where k = 1/n, for context-item connections, k = 1/n, for input
phoneme—-item connections, k 1.0 for item—output phoneme
connections, leaving € to determine the size of long-term weight
changes independently of the number of active nodes in a
representation.

B = ke,

Item Selection

The “winner-take-all” component of CQ is implemented di-
rectly on the items (i.e., there is no extra “competitive filter” layer
as in Burgess & Hitch, 1992). All the item nodes are compared and
the one with the greatest input is given an activation of 1.0. All
other item nodes are given an activation of zero before any
modification of connection weights or spreading of activation to
other layers occurs. Thus, only the winning item is associated to
the currently active context and phoneme nodes. At the next time
step, the activation of the winning item is suppressed and gradually
recovers thereafter because of a decaying inhibition process.

The suppression of item node i (at time f) is modeled as a
decaying inhibition, 7(f) < 0, and forms one of the inputs to that
node. I(¢) is set to an initial value of -2.0 and decreases by the
decay factor A over each time step. Accordingly, the net input to
item / at time ¢ is

h{t) = E(t) + I(H) + m, 4)

where I(1) < 0 is the decaying inhibition imposed following an
item’s selection at presentation or output, 7; is a noise term added
at output only (7, is a Gaussian random variable with zero mean),
and Efr) is the excitatory input to the item. During auditory
presentation excitation comes from the input phoneme layer, dur-
ing visual presentation it comes directly from visual recognition of
the item, and during the output stage it comes from the context and
phoneme layers together. Thus,

2 Wi (Db(1) during auditory presentation,

E{(t) = 1.0 during visual presentation, (5)

EjW,,-(t)bj(t)+ EkW’ «(Hc(t)  during output.

where W, is the connection weight from input phoneme node j to
item node i, which has activation b;, and W', is the connection
weight from context node &, which has activation ¢,. Note that the
net input may be negative because of inhibition, /;, and negative
connection weights from nonconstituent phonemes.

Implementation

The algorithm used to implement recall of a list of n items
follows. For simplicity, the model does not address differences in
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presentation and recall rates because each time step has a duration
equal to the time taken to present or recall an item (i.e., the spoken
word length; wl). This restriction corresponds to presentation
being at the same rate as the “inner speech” controlling rehearsal
and recall (i.e., at the participant’s speech rate). The index T
increases by 1 per time step and corresponds to wl seconds.

Presentation.  Steps that apply specifically to acoustic or visual
presentation are shown in parentheses and preceded by A or V,
respectively:

0. Set activations, inhibitions, and short-term weights to zero,
T=1
Set the context layer to the state for time T.

. Suppress the last selected item (i.e., set the inhibitory input to

it to —2).

3. Input item T (A = activate corresponding input phoneme
nodes and spread activation to output phoneme nodes; V =
activate corresponding item node and spread activation to
output and input phoneme nodes).

4. Select the item node with the greatest input.

5. Learning: Increment all modifiable connection weights ac-
cording to Equations 1 and 2.

6. Decay: Multiply short-term connection weights and inhibi-
tions by a factor A,

7. T—T+ 1;if T < n, go to 1; otherwise go to recall (A =
further increment short-term item-phoneme and phoneme—
item connections).

Recall. The steps are the same for recall and rehearsal and are

independent of the modality of presentation:

0. SetT = 1.

1. Set the context layer to state T.

2. Inhibit the last selected item.

3. Set all phoneme activations to zero (there is no external
input).

Select the item node with the greatest net input.

Output: Activate output phonemes via item-phoneme con-
nections, activate the corresponding input phonemes, and
select the item node with the greatest net input in the pres-
ence of noise.

6. Learning, as seen earlier.

7. Decay, as seen earlier.

8 T—T+ 1;if T < n, go to 1; otherwise, stop.

Thus, both presentation and recall involve updating the context
layer, inhibiting the most recently selected item node and selecting
the most active item node. In both cases, modifiable connections
undergo learning and short-term connection weights and inhibi-
tions undergo decay. The major difference between presentation
and recall is that the activation of item and phoneme nodes is
initiated by external inputs during presentation and by the context
signal during recall.

[N

o

Parameter Values for Simulations

The parameter values below were used in all of the simulations
that follow. Better fits to individual experiments could be provided
by fine tuning of parameters, such as the level of noise or the level
of phonemic similarity. However, given the variability of the
experimental data itself and the many minor differences of proce-
dure that are not reflected in the model, our aim was simply to
demonstrate the overall compatibility of our model with the psy-
chological effects of interest. All results shown below are the

average of 5,000 simulated trials, except that simulations of trans-
position gradients and confusion matrices used 10,000 trials to
better sample the relatively low incidence of transposition errors.

Parameterization of the model. The occurrence of errors de-
pends on the rate of decay in the model (parameterized by A) and
the level of noise (parameterized by o, the standard deviation of
the Gaussian random variable, 7,, in Equation 4). These are the
two main parameters of the model and were chosen to be A = 0.75
and o = 0.3, so that digit span is approximately 7 (see Table 1).
The size of the inhibition I(#) immediately following item selec-
tion is not critical, and the value 2.0 was chosen to be enough to
prevent successive recalls of an item. The precise number of
context nodes active at any one time of (n,.) does not have a great
effect on the appearance of serial position curves, with little
difference for values between 3 and 9. For consistency, we took
n, = 6 (as shown in Figure 3A).

At the start of a simulation, the values of long-term connection
weights are set to model the effect of any learning prior to the
simulated trial. For this we introduce two parameters: contextual
familiarity (F,) and phonemic familiarity (F,). Simulation of an
item having recently been presented or recalled in a given serial
position prior to the simulated trial is achieved by activating the
relevant item and context nodes and making one application of the
learning rule with e = F_ (Equations 2 and 3). The prior associ-
ation of an item node with its constituent phonemes is achieved by
activating the relevant item and phoneme nodes and making one
application of the learning rule with € = F, (Equations 2 and 3).
In simulations of the Hebb repetition effect, and in examining
position-specific intrusions from previous lists, an item’s contex-
tual familiarity is ., = 0.3. In simulations of four successive
rehearsals of a list of unfamiliar items (see Figure 17), € = 0.1 (see
Equations 2 and 3) for context~item connections (so that an item’s
contextual familiarity increases from 0.0 to 0.4; i.e., slightly more
than for items recalled in previous lists). Otherwise, F, = 0.0 and
€ = 0.0 for context—item connections.

Parameterization of the stimuli. The spoken word length for
letters of the alphabet was taken to be wi = 0.4 s and slightly less
(wl = 0.35 s) for digits. “Words” are composed of varying num-
bers of phonemes and have varying spoken duration as indicated.
Phonemically dissimilar items have no phonemes in common, as in
the list of letters, g, r, n, 0, h, and y. Phonemically similar items in
a list all have one common phoneme as in the list of letters b, ¢, d,
g, p, and t or more than one common phoneme. Simulations use
either letters or digits or artificial stimuli (with parameters as
indicated). When simulations involve letters of the alphabet or
digits, the actual phonemic composition of each item is used.

Unfamiliar words or nonwords are modeled by phoneme-item
familiarity, F,, = 0.05, whereas familiar items (known words or
pseudohomophones) are modeled by F,, = 0.2. The values of F,
were chosen to provide the magnitude of the experimentally ob-
served effect of item familiarity (see Figure 5). For simulation of
four successive rehearsals of a list of unfamiliar items (see Figure
17), € = 0.05, so that an item’s phonemic familiarity increases
from 0.05 to a maximum of 0.25 which is slightly more than for
familiar words that have not just been repeated many times.

Extension of the Core Model

In this section we consider extending the core model to include
effects of presentation modality, articulatory suppression, and tem-
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poral grouping of presentation. Figure 1 indicates where these
effects are located within the model. We also present a model of
recognition memory in which a probe item is judged according to
whether it was present in a recently presented list.

Effects of Presentation Modality

As discussed earlier, we suppose that speech inputs (acoustic or
lipread) and visually presented inputs arrive at the input phoneme
layer via different routes. Thus, spoken items activate input pho-
neme nodes directly and therefore item and output phoneme nodes
via the two sets of connections from the input phoneme layer. In
contrast, visually presented words activate item nodes directly,
then output phoneme nodes via the connections from item nodes
and then input phoneme nodes via the connections from output
phoneme nodes.

Acoustic inputs arrive via an auditory input buffer and are
maintained there until the next item arrives. This causes continued
activation of the input phoneme nodes (and hence also of the
output phoneme nodes) at the end of a list or during pauses when
the rhythm of the preceding items would indicate that the next item
was due. The effect of this is to strengthen the short-term associ-
ation between the last presented item and its phonemes. This is
modeled by doubling the magnitude of the short-term phoneme-
item and item—phoneme connections of items at the end of a list or
the end of a group in a grouped list, so that W, = 2.0/n,, and 2.0,
respectively, in Equation 1.

The effect of an auditory suftix is to clear the buffered phonemic
information from the previous item, resulting in performance iden-
tical to visual presentation (i.e., there is no extra increase in the
connections to and from the previous item node). A visual suffix
would not clear the auditory input buffer in this way. However, the
exact effect of a visual suffix depends on processes such as
attention that are beyond the scope of this model. The model
suggests ways of handling lipread items (e.g., these excite input
phonemes directly but without activating the acoustic input buffer)
and the effects of delaying an auditory suffix (e.g., extra learning
may occur before the buffer is cleared). However, because these
are not central to our current concerns, we have not chosen to
examine them in simulations.

Articulatory Suppression

Articulatory suppression is modeled as occupying the output
phoneme layer. To model the effect of suppression in detail would
require a more detailed simulation of the output phoneme layer
than we have so far developed (e.g., including a mechanism for the
ordering of phonemes within an item). However, within the scope
of our simulation, articulatory suppression has two consequences.

Because the time taken for the activation of the output phoneme
layer is the rate-limiting step in recall, it represents the time taken to
subvocally rehearse or output an item. The effect of suppression
during recall is to break the relationship between the rate of recall and
the spoken word length of the items in the list. This is simply modeled
by taking the time taken for the rehearsal or output of an item to be
equal to a constant. We take this constant time to be 1.0 s to illustrate
the effect in simulations. This will give performance independent of
word length, as observed in experimental data (Baddeley et al., 1984).

The irrelevant activation of the output phoneme layer during sup-
pression also causes phonemic feedback to the input phoneme layer.

Visual items also use this pathway to activate the input phoneme
nodes. For visual items, the interference caused by the extra activation
of irrelevant phonemes in this layer impairs the learning of the input
phoneme—item associations corresponding to the list item. This occurs
naturally in the model, as the strength of these connections is normal-
ized by the number of active phonemes in the input phoneme layer
(see Equation | and the next paragraph). To simulate this, learning is
simply blocked in the connections from input phonemes to items. By
contrast, acoustic presentation activates the input phonemes directly
from the auditory buffer. This input is assumed to have automatic
control of the input phoneme activations, so the learning of input
phoneme~item connections for acoustic items is unimpaired by sup-
pression in the model.

Note that even for auditory items, relearning of the input phoneme—
item association during rehearsal is blocked by suppression, as re-
hearsal relies on phonemic feedback to activate the input phoneme
layer. Finally, suppressing aloud has a third consequence: filling the
auditory input buffer and so removing the auditory modality effect in
the same way that an auditory suffix would.

Our model of suppression differs slightly from the conceptual
model of the phonological loop, in which visual inputs are said to be
entirely prevented from entering the loop, whereas acoustic stimuli
have automatic access (see, e.g., Baddeley, 1986). This view seems to
overstate the power of articulatory suppression, as, despite interfering,
reading or talking to oneself subvocally is possible under suppression
(try it). In our model the only process terminally impaired by sup-
pression is the reading of polysyllabic nonwords (which have to enter
the system via the output phoneme nodes; see above).

Temporal Grouping

The effect of temporal grouping at presentation is modeled as
recruiting a second set of context nodes (Set 2) that reset after
every pause and at the start of recall, as opposed to the first set of
context nodes (Set 1), which reset at the start of recall only (see
Figure 3B and Hitch et al., 1996). During presentation, associa-
tions to items are formed from both sets of context nodes. At
recall, the input from the second set of nodes multiplicatively
modulates the signal from the first. Ignoring decay, the size of the
short-term weights between an item node and the context nodes
active at the time of the item’s presentation is 1/n,, where n,. is the
number of active nodes in the particular set of context nodes. Thus,
at time ¢ during recall, the strength of the input to item node i from
a set of context nodes is equal to the fraction of currently active
context nodes that were active during the item’s presentation. We
denote this fraction by F} (¢) for the context nodes in Set 1 and F2()
for those in Set 2. The compound timing signal reaching item i
from the two sets is the product of the two signals, F! (1) X F(r).
If the list contains » items of word length w/, then the value of this
input is reduced by a factor A", where n X wi is the time
between the presentation and recall of an item, to give the usual
effect of decay of the short-term connection weights.

The effect of the second set of context nodes is to reduce the input
to an item from the first set of context nodes at all serial positions
during recall except those with the same within-group position as the
item’s presentation. This is because the pattern of activation in the
second set of context nodes advances with each time step and resets
at the end of each group (i.e., the pattern of activation depends only on
the within-group position). If an item i is presented at a certain
within-group position, then whenever recall reaches the same within-
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group position (at time ¢’ say) the activation of context nodes in Set 2
will be the same as at presentation of item i, so F7(t') = 1 and the
input to the item will again be identical to that received in the
ungrouped case: Fi(r'). However, at other within-group positions
during recall (at time ¢ say), the item’s input F; (1) X F7(7) will be
much reduced as F(") < 1. Thus, this model of temporal grouping
will produce a decrease in the likelihood of an item being incorrectly
selected at any recall position other than one with the correct within-
group position (i.e., there will be an increase in overall performance
and a relative increase in the number of confusions between items
with the same within-group position). We also expect to see “‘scal-
loping” of the serial position curve with primacy and recency within
each group for the same reason that primacy and recency are seen in
ungrouped lists.

Recognition Memory

The recency of presentation (or recall) of an item is encoded in the
extent to which the short-term connection weights associated with it
have decayed. Thus, recognition memory judgments, such as deciding
whether a probe item was present in a recently presented list (Stern-
berg, 1969), can be modeled without recall of the entire list in order
by testing the extent of this decay. We model this as follows: When
a probe item is presented, the corresponding item node is activated
(activation 1.0); all other item nodes and the context nodes are set to
zero activation, and the usual noisy choice of the most active item is
performed following the activation of items by the phonemic feed-
back from the probe item. If the chosen item matches the probe item,
then it is accepted as having been recently presented. The more
recently an item has been presented, the stronger its short-term
phoneme-item and item—phoneme connection weights will be and the
greater will be the activation caused by phonemic feedback. If pho-
nemic feedback is too weak, noise will dominate item activations and
the probe is unlikely to be accepted as having been recently presented.

Note that we could model recognition memory judgments in terms
of serial recall of the presented list and a comparison between each
presented item and the probe item in accordance with Sternberg’s
(1969) interpretation of how the task is solved. The results of such a
model are easy to infer from the simulations in the rest of this article.
However, more recent analysis indicates that recognition memory
judgments tend to be solved by reference to the decaying strength of

Table 1

item representations (see McElree & Dosher, 1989; Monsell, 1978),
consistent with the finding that error rates and reaction times decrease
as a function of the probe’s serial position.

The model of using the strength of the item’s short-term asso-
ciation with phonemic information is consistent with the observa-
tion of a phonemic similarity effect and an effect of articulatory
suppression during these tasks but no similarity effect under sup-
pression (Henson, Hartley, Hitch, & Burgess, 1999). This model
also allows possible false acceptance of probe items from a re-
cently presented previous list (see Monsell, 1978). It predicts a
greater acceptance rate for words than nonwords, which have
weaker phonemic feedback (due to smaller long-term phoneme—
item associations).

Performance

This section is divided into two subsections concerning evalu-
ation of the model at successive levels of detail. We initially
consider performance in terms of overall capacity (principally item
span), including simulation of articulatory suppression, lesions to
the network, and the various experimental conditions reviewed
earlier. In the second subsection we consider performance in more
detail, such as the effects of serial position and the distributions of
errors. Simulations relating to a particular experimental condition
may be found in one or both of these subsections according to the
level of detail that best shows the effect.

Capacity

“Memory span” or “item span” is measured as the list length for
which the probability of correct recall would be 0.5. When this is
not an integer, the probability of correct recall of the list lengths
above and below span is linearly interpolated to give a measure of
span. The model’s item span, and the effect on it of articulatory
suppression, is shown in Table 1 as a function of presentation
modality, phonemic similarity, word length, item familiarity, prior
list presentations (Hebb repetition), and temporal grouping. Item
span was chosen as a measure of performance here and for assess-
ing the effects of lesions (see the section on lesions and neuropsy-
chological data) because it is not affected by floor or ceiling
effects.

Simulated Effect of Articulatory Suppression on Item Span

List items
Familiar Unfamiliar

Condition Modality Dis Sim Dis & long Hebb Grouped Dis Sim
Control Acoustic 7.1 4.8 49 7.3 9.1 5.7 4.0
Control Visual 6.8 4.6 4.6 7.1 8.4 54 3.7
Suppression Acoustic 4.0 32 4.0 4.1 4.7 33 2.9
Suppression Visual 29 2.6 29 29 4.1 24 24
Note.

Interaction of articulatory suppression with presentation modality, item familiarity, phonemic similarity,

word length, Hebb repetition, and temporal grouping. Familiar list items were phonemically dissimilar (Dis)
letters; phonemically similar (Sim) letters; dissimilar items twice as long as letters (Dis & long; dura-
tion = 0.8 s); items from lists of dissimilar letters previously repeated three times (F, = 0.3 Hebb); and
dissimilar letters temporally grouped in threes in presentation (Grouped). Unfamiliar items had F,, = 0.05 and

resembled letters in other respects.
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Table 2
Experimental and Simulated Effect of Articulatory Suppression on Percentage of Error

List items
Familiar Unfamiliar
Condition Modality Dis Sim Short Long  Ungrouped Grouped Dis Sim
Control Acoustic  14°(10) 26*(32) 22°(19) 39°(44) 36%(33) 119(14)
Control Visual 10°(12) 25°(35) 64°(35) 459(21) 29°(27) 40°(45)
Suppression Acoustic  29°(56) 47%(64) 53°(60) 58°(61) 564(78) 329(73)
Suppression Visual 53%(63) 52°(67) 767 (80) 669 (75) 62" (68) 63" (69)

Note. Interaction of articulatory suppression with presentation modality, item familiarity, phonemic similarity,
word length, and temporal grouping. Experimental data are shown as percentage of items in error in immediate
recall of a list, and data from corresponding simulations are shown in parentheses. Data are organized according
to whether list items were familiar or unfamiliar, phonemically similar (Sim) or dissimilar (Dis), short or long,
and temporally grouped or ungrouped.

“Lists of six letters, adapted from Baddeley, Lewis, and Vallar (1984). ° Lists of four-letter strings (phone-
mically similar and dissimilar pseudohomophones and nonwords, simulated as familiar and unfamiliar four-
phoneme items of length 0.4 s with two or zero phonemes in common), adapted from Besner and Davelaar
(1982). * Lists of five short or long words (simulated as four-phoneme familiar items of length 0.5 or 0.8 s with
one phoneme in common). Data from ‘‘Exploring the Articulatory Loop,”” by A. D. Baddeley, V. J. Lewis, &
G. Vallar, 1984, Quarterly Journal of Experimental Psychology, 36A, p. 239. Copyright 1984 by the Experi-
mental Psychology Society. Adapted with permission. ¢ Lists of nine dissimilar letters ungrouped or grouped

in 3s, adapted from Hitch et al. (1996).

The simulations show the correct qualitative effects of phone-
mic similarity, word length, item familiarity, Hebb repetition, and
temporal grouping. Performance is slightly better for acoustic
items than visual ones across all conditions and significantly better
for temporally grouped acoustic items than temporally grouped
visual ones. The simulations also show the correct pattern of
effects for articulatory suppression. Articulatory suppression re-
duces performance across all conditions, and for both acoustic and
visual items the effects of item familiarity, Hebb repetition, and
temporal grouping remain under suppression, whereas the effect of
word length does not. There is a significant effect of phonemic
similarity under suppression for acoustic items, but a much re-
duced one for visual items. This pattern of results closely matches
the experimental data, when it exists (see Table 2). Table 2 shows
experimental data expressed as the average percentage of error in
the recall of an item in immediate serial recall of lists of a fixed
length. Data from the corresponding simulations are shown in
parentheses for comparison and show good quantitative agree-
ment, with the exception of a slightly too strong effect of suppres-
sion overall and too good recall of long visual lists, grouped or
otherwise (see the section on limitations and future work for more
on this problem).

Simulations showing improved recall of familiar sounding items
match the data from Besner and Davelaar (1982) and also dem-
onstrate the effect of “support,” in which nonwords that are pho-
nemically similar to known words are better recalled than those
that are not (Gathercole, Willis, Emslie, & Baddeley, 1991). In the
model, the recall of items that are phonemically similar to familiar
items is supported by making use of the long-term phoneme—item
and item-phoneme connections of the node representing the
familiar item.

That the Hebb repetition effect (although small) should remain
under suppression is a prediction. The only noticeable difference in
the patterns of simulated and experimental results is the slight
effect of phonemic similarity for familiar visual items under sup-

pression. This is due to the long-term component of item-phoneme
connections, as can be seen from the absence of this effect for
unfamiliar visual items under suppression. We discuss this further
in the section on limitations and future work.

List length, word length, and articulation rate. The model’s
capacity can also be examined in terms of how performance
declines as lists of more items, or items of longer spoken duration,
are used. The probability of correctly recalling a list of acoustically

p(correct)

i1 2 3 4 5 6 7 8 9 10 1t 12
List Length

Figure 4. 'The probability of correctly recalling an entire list in order as
a function of the number of items in the list. Curves show recall for the
following simulated acoustic items (of the same duration as simulated
digits, i.e., 0.35 s): phonemically dissimilar items (diss); phonemically
similar items (sim; having one phoneme out of two in common); and
unfamiliar items (unfam; having F,, = 0.05). Also shown are experimental
data from the recall of acoustically presented lists of digits (exp). Adapted
from Guildford and Dallenbach (1925).
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presented digits versus list length is shown in Figure 4 and shows
good agreement with the experimentat data (Guildford & Dallen-
bach, 1925), with performance decreasing as a sigmoidal function
of list length. This effect occurs for two reasons. First and most
important, for longer lists more time elapses between the presen-
tation and recall of an item, allowing the short-term connection
weights to decay further, thus propagating less activation to the
correct item node during output and leaving it more vulnerable to
the effects of noise during the selection process. Second, there are
more items competing for selection at each serial position (al-
though only items from nearby serial position stand much chance
of selection) and more serial positions at which an error can occur.
Figure 4 also shows the probability of correctly recalling lists of
unfamiliar and phonemically similar items (with the same spoken
duration as the simulated digits). Again, the curves show the
correct sigmoidal decrease, with marked phonemic similarity and
item familiarity effects.

The relationship between performance and word length involves
participants’ articulation rate. The model assumes that presentation
and recall occur at the same rate, equal to the speeded articulation
rate of the participant on the list items. Within this assumption,
performance decreases with the overall time taken to present and
recall the list for the same reason that performance decreases for
lists of more items (there is more time in which short-term con-
nection weights decay).

Figure 5 shows item span as a function of the articulation rate
for the list items (i.e., the inverse of the average spoken word
length wl of the items in the list). Each item is composed of 5

(dissimilar) phonemes and has a spoken word length ranging
from 0.6 to 1.5 s. The figure shows the correct, approximately
linear, relationship between span s and articulation rate r for lists
of familiar words, such that s = ar + ¢, where the slope « and
intercept ¢ are both approximately 2.0. Experimental data from
Hulme et al. (1991) are also shown for comparison.

Figure 5 also shows the item span versus articulation rate for
lists of unfamiliar items. As described in the section on learning
and long- and short-term connection weights, the familiarity of
an item’s phonemic composition is reflected in the long-term
weights between items and output phonemes and between input
phonemes and items. Experimental data from Hulme et al.
(1991) are also shown for Italian words (after the participants
have been told their meaning). The simulation models the
beneficial effect of familiarity reasonably well (i.e., the curve
for unfamiliar items is lower and approximately parallel to that
for familiar items). However, the simulated unfamiliar item
curve has a slightly shallower gradient. This may be due to our
simulations not modeling the occurrence of errors because of
misorderings of the phonemes within an item or exchanges of
phonemes between items. This type of error, rare with familiar
items, is a significant source of error in the recall of unfamiliar
items (e.g., Trieman & Danis, 1988) and becomes increasingly
important in short lists of long items for which other types of
error {e.g., order errors or repetitions) are rare.

The effect of phonemic similarity can also be seen in Figure 5,
where it lowers the slope of the span versus rate curve without
changing the intercept. The simulations are of familiar items, so

6
5
c
©
o
w
5 44
= g
’)//'i,/
—@— fam
//f/ --%7-- unfam
v ~— sim
3 | / - exp fam
—&— exp unfam
0.5 1.0 1.5 20
Rate
Figure 5. Item span versus speeded articulation rate (1/wl, or 1/word length). All simulations refer to recall of

auditory presentation of five-phoneme items whose spoken duration varied from 0.6 to 1.5. Lists of three types
of item were simulated: lists of familiar (F, = 0.2) and phonemically dissimilar items (fam); lists of unfamiliar
(F, = 0.05) and phonemically dissimilar items (unfam); and lists of familiar (F, = 0.2) and phonemically
similar items, all having two phonemes in common (sim). Also shown are experimental data on recall by English
speakers of known English words (exp fam) and Italian words whose meaning is known (exp unfam). Adapted

from Hulme et al. (1991).
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this effect is unlikely to be an artifact of ignoring within-items
misorderings of phonemes. Preliminary support for this effect of
phonemic similarity was provided by Schweikert, Guentert, and
Hersberger (1990).

Lesions and neuropsychological data.  Selective neuropsycho-
logical impairments can be addressed by the effects of damage to
specific layers and connections within the model (labeled in Figure
6). In the case of Wernicke’s aphasia, one of its characteristic
symptoms, that of being unable to find the meaning of a
pseudohomophone despite being able to pronounce it, would fol-
low naturally from loss of the input phoneme layer (see C in Figure
6), its connections to the item layer (see D in Figure 6), or both. In
Broca’s aphasia, the impaired articulatory agility with unfamiliar
words or phrases could be interpreted as damage to the output
phoneme layer (see G in Figure 6). Such damage might particu-
larly involve the mechanism for ordering phonemes in speech
output, which we have not incuded in our model (however, see
Hartley & Houghton, 1996).

Table 3 illustrates the effects of removing various subsets of
layers and connections from the model on various aspects of STM
performance. One of the major successes of the conceptual model
of the phonological loop in neuropsychology is its ability to
interpret the type of conduction aphasia exhibited by Patients P.V.
and J.B. (Vallar & Baddeley, 1984a; Shallice & Butterworth,
1977) in terms of damage to the phonological store (see the
introduction). Table 3 shows that removing the input phoneme
layer (C; see Figure 6) or its connections to the item layer (D; see
Figure 6) abolishes the ability to recall auditory lists while leaving
a residual ability to recall visual lists, which is relatively insensi-
tive to phonemic variables. However, of these two lesions, only
lesion D preserves the immediate repetition of auditory words.
Thus, lesion D best approximates the overall pattern of these
patients’ difficulties. However, this lesion overestimates the pa-
tients’ impairment with auditory materials because it involves total
removal of the means by which input phoneme activation could
influence the item layer. The effects of partial lesions of the type
hypothesized for the patients have yet to be explored.

A second type of conduction aphasia corresponds to impaired
immediate repetition of a single auditory item but also to a rela-
tively spared span for short familiar items (see the section on
phonological information and Shallice, 1988, p. 164). This is
modeled by removal of the connections from the input to output
phoneme layers, (see H in Figure 6) which impairs immediate

‘ J: acoustic input buffer {
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LC: input phonemes l
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Figure 6. The layers and connections lesioned in Table 3.

Table 3
The Effect of Location-Specific Lesions on Item Span

List items (acoustic) Recognition

memory Word
Lesion Dis Sim Long  Unfam (%) ‘repetition

None 7.1 48 49 5.7 87 )
AorB 66 45 49 54 87 v
EorD X X X X X v
C,J,orK X X X X X X
G 2. 2.1 2.3 2.1 X X
Forl 2.1 2.1 2.3 2.1 X v
H 34 26 33 2.3 35 X

List items (visual) Recognition

memory

Lesion Dis Sim Long Unfam (%)
None 6.8 4.6 4.6 54 86
AorB 6.3 4.1 4.6 49 86
E X X X X X
C,D, G, orl 2.1 2.1 2.3 2.1% X
F 2.1 2.1 2.3 2.1 X
H,J, orK + N v v N

Note. The interaction of lesions of the model with presentation modality,
familiarity, phonemic similarity, and word length are shown in terms of
item span. Also shown is performance on a recognition memory task,
measured as the percentage of items correctly recognized as being from a
recently presented list of six dissimilar letters. Lesions refer to loss of an
entire layer or set of connections as labeled in Figure 6. List items were
phonemically dissimilar letters (Dis); phonemically similar letters (Sim);
items comparable to dissimilar letters but twice as long (duration = 0.8 s);
and unfamiliar items comparable to dissimilar letters (Unfam; F,, = 0.05).
X indicates that the model failed to perform at ail; V indicates normal
performance; and T indicates that span would be unobtainable for polysyl-
labic nonwords, which can activate item nodes only during presentation via
activation of the output and input phoneme layers.

repetition of auditory nonwords because of a lack of direct acti-
vation of output phoneme nodes. This also causes an inability to
create strong short-term associations from items to output pho-
neme nodes during presentation, leading to somewhat impaired
recall of lists of auditory words and strongly impaired recall of lists
of auditory nonwords. However, the repetition (reading) of visual
words or nonwords, or lists of visual words and nonwords, is
unimpaired because this does not rely on the direct input phoneme
to output phoneme connections (it relies on the reverse, output
phoneme to input phoneme, connections; see 1 in Figure 6). This
pattern of inability to repeat auditory nonwords but relatively
spared reading is characteristic of Patients M.K. (Howard &
Franklin, 1990) and R. (Michel, 1979). Note however, that these
patients have a more extensive and complicated pattern of impair-
ment than P.V. and J.B. and may also have an inability to use
phonological recoding of written words to access semantic infor-
mation. That is, while they are able to pronounce written
pseudohomophones (e.g., bote, tode, tial) they are not able to say
what they would mean (e.g., Howard & Franklin, 1990).
Interestingly, removal of the context layer reduces span, but not
greatly, because recovery of items from inhibition following pre-
sentation ensures that the first item is most active and so on (as in
the CQ model outlined in the section on the minimalist connec-
tionist model). Again, this effect is independent of presentation
modality, and immediate repetition of a single word is spared. The
effects of word length, phonemic similarity, and item familiarity,
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and the ability to make recognition memory judgments, also sur-
vive this lesion. The improvement in performance following Hebb
repetition, temporal grouping, or rehearsal of a list of familiar
items do not survive this lesion, and position-specific intrusions
from previous lists would also not be expected. The existence of
this cluster of symptoms is a prediction of the model.

Removal of the item layer (see E in Figure 6), which prevents
any serially ordered recall of items independent of the modality of
presentation, completely destroys span performance, with the only
function spared being immediate repetition of a single word. The
existence of such patients is a prediction of the model.

Loss of the layers or connections in the path providing phone-
mic feedback (items—output phonemes—input phonemes—items)
drastically reduces item span and removes the effects of phonemic
similarity, item familiarity, and word length (which can even be
slightly reversed; see the section on predictions and neuropsycho-
logical data). Recognition memory judgments are also impaired by
these lesions, consistent with the analysis of Starr, Barrett, Pratt,
Michalewski, and Patterson (1990), who found that impairments in
both tasks tended to go together (see the section on recognition
memory judgments for more details of recognition memory per-
formance). Loss of the item—output phoneme connections also
produce this pattern of deficits as well as deficits in immediate
repetition. Loss of the other two sets of connections within this
loop has modality-specific implications as follows. Loss of the
input phoneme—item connections prevents any activation of item
nodes during acoustic (but not visual) presentation, reducing span
to zero. Loss of the connections from output phonemes to input
phonemes prevents visual information from activating item nodes
and reduces visual, but not auditory, span to zero.

In summary, our mode! predicts many potential patterns of
neuropsychological impairment. At this stage the model’s stron-
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gest prediction is that of different clusters of symptoms as a result
of major lesions to separate parts of its architecture. We singled out
the predicted effects of damage to the context-timing system here.
Assessing the significance of the subtly different patterns of mem-
ory impairment predicted as a consequence of this and other
lesions will depend on progress in the ability to characterize neural
damage at this level of specificity and in mapping the components
of the model onto the brain.

Serial Position Effects

Here we consider the effects of various experimental manipu-
lations on the probability of recalling the correct item at each serial
position: the serial position curve.

Presentation modality and temporal grouping. Figure 7 shows
the effects of presentation modality on serial position curves for
lists of items of varying phonemic similarity, familiarity, and
duration. Acoustic presentation improves performance on the final
item over that for visual presentation in all conditions, with an
improvement also being noticeable for the penultimate item. This
effect is caused by the stronger phoneme—item associations of the
final item, which strengthens the positive phonemic feedback it
receives during recall. It also strengthens the negative feedback
received during the recall of prior items (reducing errors caused by
premature recall of the final item). Comparing the curves for long
or unfamiliar items with those for phonemically similar items, we
see that phonemic similarity weakens the auditory recency effect:
reducing the improvement on the final item and removing any
improvement on earlier items. This is due to the reduction in
negative phonemic feedback between phonemicaily similar items
and is consistent with the data from Watkins et al. (1974).

Presentation modality also plays an important role in the effect
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Figure 7. Simulation of the effect of presentation modality on serial position curves. Acoustic presentation
(acou) leads to extra recency compared with visual presentation (vis) in all conditions. Left panel: the effect of
using phonemically similar items (sim). Right panel: the effect of using unfamiliar items (unfam) and long items
(long). Note that the size and extent of the extra recency for acoustic items were reduced by using phonemically
similar items but not by using unfamiliar or long items. The items used were acoustically presented phonemically
dissimilar letters (acou); visually presented phonemically dissimilar letters (vis); phonemically similar letters
(acou sim and vis sim); unfamiliar items resembling dissimilar letters (acou unfam and vis unfam); and longer
items (duration = 0.8 s) resembling dissimilar letters (acou long and vis long).
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of temporal grouping. Figure 8 shows the effect of temporal
grouping of visual and acoustic stimuli in the model. The model
demonstrates both improved recall and scalloped serial position
curves. The effect of grouping is greater for acoustically presented
items than for visually presented ones and produces a more marked
recency effect. Comparison with experimental data in Figure 9
shows that the magnitudes of these effects are qualitatively well
modeled, including the relative effects of modality. The exception
to this is performance on the final visual group, for which the
model’s performance is too good. This is due to the general
problem that the model’s serial position curves do not show as
steep a primacy effect as the experimental data, particularly for
long visual lists. Simulations (not shown) also show that the size
of the temporal grouping effect is largely independent of the
spoken duration and phonemic similarity of items, in agreement
with experimental data (see Hitch et al., 1996).

Transposition gradients (i.e., the probabilities for items to be
recalled at given serial positions) are shown in Figure 10. This
shows the correct tendency for an item to be recalled near to its
correct serial position, if not actually at it (see Healy, 1974, and
Figure 14). Figure 10 also shows the probability of each item being
recalled at each serial position for a temporally grouped list. This
shows that although the overall number of transpositions have
decreased, the relative number of transpositions between corre-
sponding within-group positions (—3 and 3) have increased. This
is consistent with the experimental data (of Ryan, 1969).

The model shows primacy and recency effects within a list (or
within a group in a temporally grouped list) due to positional cuing
from the context—timing signal: If an item is close to the beginning
(or end) of the list, there are fewer cued items preceding (or
following) it that compete for selection. There is also a slight
knock-on effect of earlier errors that contributes to the primacy
effect. A stronger effect of primacy could be obtained by changing
the timing with which connection weights decay (see the section
on limitations and future work and Figure 21). Similarly, posi-
tional cuing contributes to the transposition gradients being
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Figure 8. Simulated serial position curves for digits as a function of
temporal grouping and modality at presentation. The curves show recall of
lists of nine acoustically presented digits (acou); visually presented digits
(vis); acoustic digits grouped in threes (acou grp); and visual digits grouped
in threes (vis grp).
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Figure 9. Experimental serial position curves for lists of visual (vis grd)
and acoustic (acou gpd) digits grouped in threes. Adapted from Frankish
(1985), Experiment 2.

sharply tuned to the position of correct recall. Another important
factor here is that items recover from suppression following se-
lection at presentation in the order in which they were presented.
Thus, an item presented in a certain serial position is likely to be
the most active item at the same serial position during recall (with
those before it having been selected and suppressed and those after
it having had less time to recover from suppression at presentation;
see the section on the minimalist connectionist model).
Phonemic similarity. Phonemic similarity among list items
has an effect on the serial position curve: producing a more deeply
bowed shape (i.e., there is an interaction with serial position; see
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Figure 10. Simulation of the effect of temporal grouping on transposition
gradients. Lists of nine visual items were used, either ungrouped or
grouped 3 X 3. The figure shows the percentage of trials in which each
item 1is recalled at a given position relative to its correct position (the
correct position is marked by 0, earlier positions by —1, ~2, etc., and later
positions by 1, 2, etc.). Note that, overall, grouping produces a decrease in
the chance of recalling an item in an incorrect position but that there is a
relative increase in transpositions to the same relative position within
nearby groups (i.e., Positions 3 and —3).
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Figure 11. Effect of phonemic similarity: Experimental data adapted

from Baddeley (1968, Experiment V). Serial position curves for visual lists
of phonemically dissimilar letters (diss); lists of phonemically similar
letters (sim); and lists of alternating similar and dissimilar letters with the
similar ones in the even, alt(even), and odd, alt(odd), positions.

the upper and lower curves in Figure 11). We aimed to model this
and to model the effect of phonemic similarity in lists of alter-
nate phonemically similar and dissimilar items (e.g., the list of
letters y, b, h, d, g, and g in which every second letter contains the
phoneme/ee/). This produces zig-zagged serial position curves in
which recall of the dissimilar items is unimpaired with respect to
the recall of pure lists of dissimilar items (see Figure 11).
Figure 12 shows that the model qualitatively reproduces both
the interaction between phonemic similarity and serial position as
well as the approximate coincidence of the curves showing per-
formance on dissimilar items whether they occur in an alternating
list or a pure list of dissimilar items. However, the simulations

BURGESS AND HITCH

show a better match to the size of the experimental phonemic
similarity effect when the similar items are simulated as having
three of four phonemes in common rather than the veridical one of
two. This indicates a limitation of simply modeling all phonemes
as equal because this underestimates the actual similarity of some
items (see also Table 4 and the discussion of featural representa-
tions that follows). We note again that the simulated serial position
curves do not show as steep a primacy gradient as the experimental
data.

Figure 14 shows the transposition gradients for the simulated
recall of lists of phonemically dissimilar items, phonemically
highly similar items, and items of alternating similarity shown in
Figure 12 (right). The simulations show the correct wider spread of
transpositions for phonemically similar items than for phonemi-
cally dissimilar ones and the correct increased number of transpo-
sitions between the positions of the phonemically similar items in
lists of alternating similarity. The corresponding experimental data
from the study of Henson et al. (1996) are shown for comparison.

Figure 13 shows the corresponding simulation for unfamiliar
items resembling the letters in all other ways. Overall performance
is reduced, but the serial position curves show the same pattern.
Thus, we predict that the effects of similarity and familiarity do not
interact at this more detailed level of analysis, just as they had
separate effects on overall performance (see Table 2 and Besner &
Davelaar, 1982).

Our model for representing an item’s spoken form as simply the
list of constituent phonemes can be further tested by looking at the
occurrence of transpositions between specific items as a function
of their phonemic similarity. Table 4 shows a simulation of Con-
rad’s (1964) confusion matrix for recalling visually presented lists
of six letters. For most pairs of letters, the simulated rates of
confusions match the experimental ones fairly well and show the
main pattern of errors in which most confusions occur between the
letters B, C, P, T, and V or between the letters F, M, N, S, and X.
The model also shows the increased rate of errors between C and
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Figure 12. Effect of phonemic similarity. Left panel: simulated serial position curves for visual lists of

phonemically dissimilar letters (diss); lists of phonemically similar letters (sim; having one of two phonemes in
common); and lists of alternating similar and dissimilar letters with the similar ones in the even, alt(even), and
odd, alt(odd), positions. Right panel: simulated serial position curves using dissimilar letters and lists of
phonemically similar items (vsim; having three of four phonemes in common).
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Simulated and Experimental Confusion Matrix for Visual Letters
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Recalled item

Presentation
item B C P T v F M N S X
B 34 (—) 0.1 (0.1) 0.2 (0.7) 0.1 (0.2) 0.2(04) 0.0 (0.0) 0.0 (0.1 0.0 (0.1) 0.0 (0.0) 0.0 (0.0)
C 0.1¢(0.1) 3.0(—) 0.1 (0.1) 0.1 (0.3) 0.2 (0.2) 0.0 (0.1) 0.0 (0.0) 0.0 (0.0) 0.1 (0.1) 0.0 (0.0)
P 0.1 (0.6) 0.1(0.2) 3.0(—) 0.2 (0.5) 0.2 (0.2) 0.0 (0.1) 0.0 (0.1) 0.0 (0.0} 0.0(0.1) 0.0 (0.0)
T 0.1 (0.0) 0.1 (0.1) 0.2(0.2) 3.0(—) 0.1 (0.1) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
\Y% 0.1 (0.5) 0.1(0.4) 0.1 (0.3) 0.2 (0.2) 3.0(—) 0.0 (0.2) 0.0¢0.1) 0.0 (0.1) 0.0(0.1) 0.0(0.1)
F 0.0 (0.1) 0.0 (0.1) 0.0 (0.1) 0.0¢0.1) 0.0 (0.1) 32(—) 0.2(0.1) 0.1(0.2) 0.1(0.2) 0.0 (0.2)
M 0.0 (0.1) 0.0 (0.0) 0.0(0.1) 0.0(0.1) 0.0 (0.1) 0.1 (0.1) 32 () 0.1 (L.1) 0.2 (0.0) 0.0 (0.1)
N 0.0 (0.0) 0.0(0.1) 0.0¢0.1) 0.0 (0.1) 0.0 (0.1) 0.1(0.1) 0.2(0.9) 33(—) 0.1(0.1) 0.0 (0.1)
S 0.0 (0.0) 0.1 (0.2) 0.0 (0.0) 0.0 (0.1) 0.0(0.1) 0.1 (0.8) 0.2 (0.1) 0.2(0.2) 3.1 (—) 0.2(0.4)
X 0.0 (0.0) 0.1 (0.0) 0.1 (0.0) 0.1 (0.1) 0.0 (0.0) 0.2 (0.1) 0.2 (0.0) 0.1 (0.0) 0.5(0.1) 34 (—)

Note.  The percentage of trials in which a specific recalled item replaced a specific presented item to produce a single error in the recalled list. The stimuli
were visually presented lists of six letters randomly selected (without repetition) from B, C, P, T, V, F, M, N, S, and X. Also shown in parentheses are the

corresponding experimental data, adapted from Conrad (1964).

S. However, confusions between some pairs of letters are under-
estimated by the model, most noticeably P and B and N and M.
These shortcomings indicate the inclusion of more detailed fea-
tures than phonemes, as some phonemes are clearly more similar
than others. For example, in a more detailed featural description
the letters N and M are more similar than, say, N and F (equally,
B and P are more similar than B and C). Spencer (1996, pp.
116-117; see also Wicklegren, 1969) specified a set of features by
which consonant phonemes may be distinguished, such as the /n/
in the letter N (/e/ /n/). In this description, /n/ and /m/ differ by two
features, /p/ and /b/ by one, whereas both /n/ and /f/ and /b/ and /s/
differ by five features.

The phonemic similarity effect occurs during the output of an
item because of the extra phonemic feedback to other similar items
(if present in the list). This increases the likelihood of a (nearby)
similar item being recalled in its place, but it does not impair the
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Figure 13. Effect of phonemic similarity on unfamiliar items: simulated
serial position curves for visual lists of phonemically dissimilar unfamiliar
items (comparable to letters but with F,, = 0.05; diss); lists of phonemically
similar unfamiliar items (sim); and lists of alternating similar and dissim-
ilar unfamiliar items with the similar ones in the even, alt(even), and odd,
alt(odd), positions.

recall of any intervening dissimilar item (see Figure 14). Our
previous model did not show a zig-zag serial position curve
because items phonemically similar to the presented item were
also associated to its context state. This impaired recall of the
dissimilar items, as well as the similar ones, due to the overlap
between neighboring context states (see Burgess & Hitch, 1992,
p. 451).

Item familiarity. Figure 15 shows serial position curves as a
function of item familiarity. Interestingly, simulated recall of lists
of items of alternating familiarity does not show exactly the same
pattern of errors as that for the recall of lists of items of alternating
phonemic similarity. The recall of the familiar items in lists of
alternating familiarity is impaired relative to the recall of the
familiar items in pure lists of familiar items, in contrast to the
unimpaired recall of phonemically dissimilar items in lists of
alternating similarity. This is a prediction arising from the way
item familiarity is modeled.

The presence of the unfamiliar items impairs recall of the
neighboring familiar items because the relatively weak phonemic
feedback to an unfamiliar item leaves it more susceptible to
replacement by a familiar one. Thus, the extra errors caused by the
unfamiliar items tend to involve familiar items in an alternating list
(which is not the case with alternating phonemic similarity).

Word length. Figure 16 shows serial position curves as a
function of word length. Curves are plotted for lists of short words,
lists of long words, and lists in which short and long words are
presented in alternation. Interestingly, simulated recall of lists of
items of alternating spoken duration does not show exactly the
same pattern of errors as that for the recall of lists of items of
alternating phonemic similarity or alternating familiarity. Perfor-
mance is worse for lists of long items than lists of short items and
is roughly intermediate for alternating lists. The most important
influence on performance is the total length of the list, as this is the
time over which the short-term weights and inhibitions associated
with each item have decayed; this explains the difference in overall
performance. This length of time is the same for items in the same
position in either of the alternating lists (even or odd). The slight
reverse zig-zag nature of the curves for alternating lists arises from
the length of time since presentation of the neighboring items
competing for recall: This will be slightly longer for a short item
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Figure 14. 'Transposition gradients as a function of phonemic similarity. The percentage of trials in which each
item is recalled at each serial position is shown for visually presented lists of phonemically dissimilar letters
(diss); phonemically similar letters (sim); and list of letters of alternating similarity (alt; with similar letters at
the even positions). Top: data from the simulations shown in Figure 12 (right panel). Bottom: experimental data
adapted from Henson et al. (1996). Note that for both the simulation and the experiment, the increase in
transpositions in the alternating list compared with the dissimilar list is restricted to those involving similar items

(i.e., even positions).

immediately following a long one than for a long one following a
short one.

Rehearsal. The basic role postulated for the articulatory loop
is a rehearsal mechanism for maintaining verbal items “on-line”
for use by other systems. Therefore, it is important to examine this
aspect of the model. A full model of rehearsal would include a
process for selecting and implementing different rehearsal strate-
gies. However, to achieve this would be difficult because it would
involve specifying control systems external to the phonological
loop (i.e., “executive processes”; Baddeley, 1996; Norman &
Shallice, 1986), about which relatively little is known. We there-
fore opted for a simplistic approach in which rehearsal is imple-
mented in the same way as serial recall, such that repeated re-
hearsal of a list is equivalent to repeated recall.

Figure 17 shows the effect of four successive rehearsals of a list
of acoustically presented unfamiliar items. This demonstrates that

the increase in the long-term component of context—item,
phoneme—item, and item—phoneme connections during rehearsal
brings stability after a small number of rehearsals, that is, fewer
additional errors are committed as rehearsal progresses, similarly
to the experimental data (Heffernan, 1991). This property of the
model demonstrates that subvocal rehearsal could be used to
reliably store a serially ordered list of unfamiliar items and could
provide an important mechanism in at least the phonological
aspects of learning new vocabulary. It also demonstrates the sta-
bility required to provide a rehearsal function that may be of use to
other systems during the leaming of language (see Baddeley
et al., 1998).

Recognition memory judgments. Another way in which we
assess the model’s capacity is the accuracy of its recognition
memory judgments: how well it can detect whether a single item
was in the most recently presented list (based on the strength of
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Figure 15. Effect of item familiarity: simulated serial position curves for
lists of visual familiar items (dissimilar letters; fam); lists of comparable
unfamiliar items (unfam; having F,, = 0.05); and lists of alternating
familiar and unfamiliar items with the unfamiliar ones in the even,
alt(even), and odd, alt(odd), positions.

phonemic feedback). This is shown in Figure 18 as a function of
the probe item’s serial position and the phonemic similarity of the
list items and in Figure 19 as a function of the probe item’s serial
position and the familiarity of the list items. The figures show the
correct increase in accuracy with the serial position of the probe
and that performance is worse for phonemically similar or unfa-
miliar items, consistent with experimental data (Henson, Hartley,
Hitch, & Burgess, 1999; a primacy effect is observable for the first
item in experiments, but not in the model).

The simulations also show effects that we are not aware of in the
literature. These include that acoustic presentation gives a strong
advantage over visual presentation for recognition memory judg-
ments involving the last item (giving 100% correct) and that the
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Figure 16. Effect of item length: simulated serial position curves for lists
of short visual familiar items (wl = 0.4; short); lists of long items
(wl = 0.8; long); and lists of alternating short and long items with the long
ones in the even, alt(even), and odd, alt(odd), positions.
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Figure 17. Effect of rehearsal for lists of unfamiliar items. Serial position
curves for four consecutive recalls (1, 2, 3, and 4) of a list of four acoustic
unfamiliar phonemically dissimilar items 0.4 s long. Note that the number
of additional errors added by each recall decreases. Each recall increases
contextual familiarity F, by 0.10 (i.e., increases the long-term component
of context—item connection weights from 0.0 to 0.4) and phonemic famil-
iarity F, by 0.05 (i.e., increases the long-term component of item—phoneme
and phoneme-item connections from 0.05 to 0.23).

acceptance rate is greater for familiar items. The curves showing
accuracy of recency judgments on lists of items of alternating
similarity or familiarity show a marked sawtooth pattern, with
those for alternating familiarity reaching the curves for purely
familiar or unfamiliar items at either extreme, whereas those for

1.0 1
0.9
~
= 081 -
©
bl VAN v
£ 071 Ao X O//
g N o/ =
0.6 q / .\G .~ | —@— diss
o /~g 7 osim
05 4 o —m— alt(odd)
' S — - alt(even)
o —&- acou diss
0.4 O/'/ —O - acou sim
2 4 6

Serial Position

Figure 18. Recognition memory judgments as a function of the list
position of the probe item and the modality of presentation and phonemic
similarity of list items. Shown is the probability of correctly recognizing a
letter from a recently visually presented six-item list of either phonemically
similar letters (b, d, g, p, v, and ¢; sim); phonemically dissimilar letters (g,
r, n, o, h, and y; diss); or lists of letters of alternating similarity with similar
letters only at the even or odd positions, alt(even) and alt(odd), respec-
tively. Also shown is the probability of correctly recognizing a letter as
being from an acoustically presented list of phonemically dissimilar letters
(acou diss) or similar letters (acou sim).
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Figure 19. Recognition memory judgments as a function of the list
position of the probe item and the modality of presentation and familiarity
of list items. Shown is the probability of correctly recognizing an item from
a recently visually presented six-item list of either familiar letters (g, 1, n,
o, h, and y; fam), comparable unfamiliar items (having F, = 0.05; unfam),
or lists of items of alternating familiar with unfamiliar items only at the
even or odd positions: alt(even) and alt(odd), respectively.

alternating similarity coincide with the curve for purely dissimilar
lists and reach midway to the curve for purely similar items. These
curves are predictions.

Repetitions. Repeated recall of an item can occur once the
suppression received after its first recall has decayed away. Figure
20 shows that repeats in recalling lists of six letters tend to be early
list items that are recalled for a second time near to the end of the
list, as found in the experimental data of Henson et al. (1996). In
total, repeats accounted for 9.6% of all errors in dissimilar lists
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Figure 20. Ermroneous repeats as a function of serial position. Curves
show the percentage of trials in which the second occurrence of an
incorrectly repeated letter occurs in a given position in lists of dissimilar
letters, rpt pos (diss), or similar letters, rpt pos (sim). Also shown is the
percentage of trials on which a letter that is repeated at recall was presented
in a given position in lists of dissimilar letters, pres pos (diss), or similar
letters, pres pos (sim).

and 13.7% of all errors in similar lists, which compares well with
experimental values (e.g., repeats formed 16% of transposition
errors in Henson et al., 1996).

Intrusion errors. Intrusion errors (i.e., recall of an item not in
the presented list) are modeled as follows. Item nodes representing
the vocabulary of possible responses are present in the model, each
with the appropriate long-term phoneme-item and item-phoneme
connections. What constitutes the set of possible responses is a
complex issue, and, for the present, we do not want to try to model
it in detail. Here we simply assume that the set of stimuli used
throughout a block of trials define possible responses. Before
being selected during presentation, all items have a baseline acti-
vation of —1.5, so that extralist items are available for recall but
are less likely to be recalled than those selected at presentation.
These items will be rarely recalled unless activated by long-term
context—item associations due to inclusion in a previous list or
long-term phoneme-item associations due to extreme phonemic
similarity to a current list item.

The occurrence of serial order intrusions is illustrated in Table 5.
This shows the probability of each item from a previously pre-
sented list being recalled at each serial position in the current list.
The pattern of intrusions is generally similar to that for items from
the current list, although the probabilities are much lower. How-
ever, the positional specificity of serial order intrusions is much
lower than for recall of items from the current list. This is because
the differences in the small inputs to possible intrusions from
different serial positions have less effect on their probabilities of
selection in the presence of noise of relatively larger amplitude.

Omission errors. In experimental data, the rate of omissions
depends to some extent on the participant’s instructions, (i.e., how
likely he or she is to guess a response when unsure). The occur-
rence of omissions may be modeled, as in Burgess and Hitch’s
(1992) model, by assuming that the winning item activation must
exceed a threshold value during output or an omission will occur.
The value of the threshold corresponds to the participant’s overall
propensity to omit a response. Under this model, omissions be-
come more common as the activation of items decreases (i.e., in
long-duration lists, toward the end of a list, and in lists of non-
words rather than words).

Table 5
Serial Order Intrusions

Recall position

Presentation
position 1 2 3 4 5 6
1 05092 025 0212 01() 01 01
2 03() 05(@®7) 03¢5 022 02 01
3 02(2) 04(¢G) 04385 03(¢G) 022 03(
4 0.1(0) 03(1) 04(5 04(8S) 04(5) 03(2)
5 0.1(0) 020 03(2) 04(5) 06(85 04()
6 0.10) 010 020 02() 03() 08(89)

Note. The percentage of trials in which an item from a previous list was
recalled in the current list as a function of serial position at presentation and
recall. The percentages for recall of items in the current list are given in
parentheses. Activation reaches the intruding item node from the long-term
component of the context—item association (F. = 0.3) and phoneme—item
association (F, = 0.2). Intruding items tend to appear near the serial
position of their original list, but the tendency is less marked than for the
recall of the current list items.
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Evaluation

The model successfully reproduces the basic phenomena of the
phonological loop, namely the sensitivity of serial recall to list
length, word length, phonemic similarity, and articulatory suppres-
sion. It also successfully reproduces the interactions between ar-
ticulatory suppression, phonemic similarity, and presentation mo-
dality as well as the linear relationship between the amount
recalled and articulation rate. These were the main phenomena that
the original concept of the phonological loop was designed to
explain. The results considered in the rest of this section were not
addressed by the phonological loop hypothesis and were modeled
incompletely or not at all in Burgess and Hitch’s (1992) model.
These results constitute major advances over the range of appli-
cation of the previous model and, interestingly, follow from rela-
tively minor extensions or adjustments to it.

The structure of the model has been evaluated by the process of
lesioning each component and comparing the resulting changes in
performance with the relevant neuropsychological data. The model
shows good agreement with the pattern of impairments shown by
STM patients. The model’s performance compares reasonably well
with that of patients with the two types of conduction aphasia
affecting (a) repetition of lists of short familiar items in order and
(b) repetition of a single long low frequency word. It aiso com-
pares well with the evidence relating impairments of recognition
memory judgment with impairments in STM span tasks in most
but not all cases (e.g., Starr et al., 1990).

The shape of the curve relating the probability of recalling a list
to list length is modeled correctly, as are the effects of item and list
familiarity (see the section on capacity). The critical feature en-
abling the model to explain learning and LTM effects are inclusion
of long- as well as short-term Hebbian changes to connection
weights (which were absent in Burgess & Hitch’s, 1992, model).

The model succeeds in reproducing the bow-shaped curve re-
lating the probability of recall to serial position. Serial position
effects are attributable to the way discriminability of patterns of
activation in the context nodes change for successive items. The
effect of presentation modality on the shape of the serial position
curve is successfully modeled by assuming that auditory stimuli
enter a buffer from which they can activate input phoneme nodes
during pauses at the end of a group or list, strengthening the
short-term association between an item and its constituent pho-
nemes. The model also explains the effect of temporal grouping on
recall. It does so by extending the contextual input to include more
than one dimension to enable it to reflect the rhythmic pattern of
temporal grouping.

The model reproduces the zig-zag serial position curves char-
acteristic of recall of sequences in which phonemically similar
items are sandwiched between phonemically dissimilar items. It
further predicts the effects on recall of alternating lists of words
and nonwords and of short and long items. The use of rehearsal as
a way to provide stable temporary storage of ordered items, in-
cluding unfamiliar ones, for potential use in language learning is
demonstrated. The model also reproduces the major types and
distributions of errors in immediate serial recall. These include
realistic transposition gradients, the effects of phonemic similarity
on order errors, repetition errors, and serial order intrusions from
prior lists.

The model maps onto the phonological loop idea of decaying
phonological information being refreshed by rehearsal. The decay-

ing short-term connection weights between item and input and
output phoneme layers corresponds to the phonological store. The
successive selection of items, reactivation of phoneme nodes, and
relearning of short-term connections correspond to rehearsal. The
feedback of phonemic information from output to input may be
considered as hearing one’s own inner speech. The model predicts
that a third component: a context-timing signal is also present.
Both the phoneme and context inputs to the item layer serve to
increase span, and, the former underlie effects of phonemic simi-
larity, word frequency and lexicality, and recency judgments,
whereas the latter underlie visual recency, position-specific intru-
sions, Hebb repetition, and temporal grouping effects.

Limitations and Future Work

Although simulating a wide range of human data, the current
model shows some limitations in terms of data that it does not
address and in terms of its performance on the data that it does
address. We note that modeling the effects of lesions (and also of
articulatory suppression) cannot be complete, in that the residual
behavior shown in experiments is often interpreted as being attrib-
utable to preserved processing outside the articulatory loop itself,
such as in the visuospatial sketchpad (Baddeley, 1986; Salway &
Logie, 1995). Thus, the effects of lesions or interference are likely
to be greater in our simulations than in reality because we have not
modeled the entire brain and all of the compensatory mechanisms
that may be used when one particular process is impaired. Other-
wise, the principal limitations, and suggestions for their rectifica-
tion, are as follows:

Long-term item representations. There is a problem using the
connections to an item node to form a long-term representation of
the phonology of a novel item. Presentation of a new item recruits
the most active item node (i.e., the one representing the most
phonemically similar familiar item). This has the advantage that
performance is better for nonwords that resemble a known word
than for those that do not (the lexicality effect). In the long run,
however, as the novel item becomes more familiar, the item node
will develop strong connections to the phonemes in both the novel
and the familiar items, resulting in confusion whenever they both
appear in a list. The problem of representing a repeated item in a
list raises similar questions (see Henson, 1998a). A related prob-
lem is that the long-term component of connections between
phoneme and item nodes causes a slight phonemic similarity effect
to remain in the recall of familiar visual items under articulatory
suppression.

An appealing alternative to long term item—phoneme connec-
tions is that familiarity of recognition and production develop via
long-term modification of horizontal connections within the input
and output phoneme layers, with only short-term modification of
the weights to and from item nodes. The phoneme layers them-
selves would have an autoassociative memory function in which
phonemic representations of words existed as attractor states
whose depth corresponded to the item’s familiarity. A model of
this sort would require only a relatively small number of item
nodes (one for each serial position) with temporary association to
the appropriate item in the current list (i.e., becoming purely place
holders and resembling the nodes in the context layer). The mod-
el’s item and phoneme layers could be considered as a recurrent
autoassociative network if phonemic feedback were calculated
several times during recall instead of once only (see the section on
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the role of phonemic feedback). This might be a first step toward
such an attractor-based model.

The primacy effect shown by the model is weak. The simplest
way to achieve steeper primacy is for all connection weights to
decay from the start of recall, rather than the weights associated
with an item decaying from the time at which it was last selected.
This way, connection weights will have decayed by more when the
end of list items are recalled than when recalling the items at the
start of the list. Figure 21 shows the increased primacy in simu-
lations of weight decay from the start of recall. This solution is
analogous to that used to produce steep primacy in the primacy
model (Page & Norris, 1998). However, it is difficult to motivate
short-term connection weights (or activations in the primacy
model) that decay throughout one recall (or presentation) of the list
and are then reset to their original values at the start of the next
recall before starting to decay again. For a single immediate recall,
the primacy model can achieve this by assuming that error-free
rehearsal of all prior list items occurs in the gaps between item
presentations, and that decay during rehearsal is negligible relative
to decay during recall of the list. By contrast, we have made the
simpler assumption that presentation, recall, and rehearsal all
occur at the same rate (in fact, rehearsal is identical to recall) and
settle for serial position curves of slightly shallow slope.

Ordered activation of phonemes. The ordered activation of the
phonemes corresponding to successive syllables should be mod-
eled in more detail because the two phonemic buffers must also
include order information, which we have omitted here for sim-
plicity. Obviously, the input and output representations of, say, cat
and act must differ. An extension to the model that incorporates
order information for both words and nonwords, and constrains the
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Figure 21. Serial position curves for simulations in which short-term

weights connected to an item decay from the beginning of recall, rather
than from the last time the item was selected. Curves show the recall of lists
of six familiar items of a spoken duration of 0.8 s. Items were presented
acoustically or visually and were phonemically dissimilar (acou diss and
vis diss, respectively) or similar (having one of two phonemes in common;
acou sim and vis sim, respectively). This figure may be compared with
Figure 12 (left panel), which shows recall of visually presented letters
(which have a spoken duration of 0.4 s, giving the same total time across
items for connection weights to decay as in the simulation shown here).
Note that here the primacy effect is more marked than in the simulation
discussed in the rest of this article.

output to be pronounceable, has been described by Hartley and
Houghton (1996). In principal, this could be incorporated into our
model (see Gupta & MacWhinney, 1997).

Time scales and long-term data. Relative to the time scale
over which short-term connection weights decay, we have consid-
ered the long-term connection weights as static. However, it is
clear that they, too, must decay over some longer time scale
because, after a long gap without repetition, the pronunciation of
novel items becomes more error prone, serial order intrusions from
a previous list become less common, and the Hebb effect disap-
pears when the delay between repetitions is long enough. The
longer time constants associated with the long-term decay of
phoneme—item—phoneme connections and of context—item connec-
tions need to be determined. A second problem concerns the rate
of change of the “context” vector, which, in simulations, is equal
to both the rate of presentation and recall of items and is inter-
preted as reflecting the rhythm of presentation (see the section on
temporal grouping and Hitch et al., 1996), that is, automatically
adjusting to variable rates of presentation. A possible solution to
how this on-line adjustment could be achieved in practice was
presented by Hartley (1999).

The question of time scales within the model also arises with
regard to similarities found in the patterns of errors after short
delays and delays of many hours (Nairne, 1992). These may
indicate mechanisms common to STM and LTM for serial posi-
tion. However, there are also major differences, such as that errors
in STM tend to be phonemically related, whereas errors in LTM
tend to be semantically related (see, e.g., Baddeley, 1986). Most
persuasively, an almost total dissociation between impairments in
STM and LTM in neuropsychological cases can be found (amnesic
people are typically unimpaired in immediate recall, whereas STM
patients such as J.B. and P.V. do not appear to have LTM deficits
apart from those thought to be caused by their short-term deficit,
such as learning new vocabulary; see, e.g., Shallice, 1988). Our
model is aimed at immediate recall, the influences of long-term
learning on it, and its role in building up long-term representations
of an item’s phonology. Both the model’s overall performance and
the phonemic similarity effect that it shows fall rapidly to floor
levels when recall follows a filled delay of more than a few
seconds, consistent with a contribution to STM but not LTM.
Thus, although the contents of LTM might be read out into STM
structures, how this might be done, and how or whether our model
should relate to explicit recall from LTM, is a subject for future
work.

Predictions

In this section we discuss specific predictions made by the
model in terms of psychological, neuropsychological, and neuro-
physiological experiments. Before doing this, however, we note
that, because of its wide scope, the model could be used to make
numerous predictions beyond those related to the specific simula-
tions we have chosen to perform. These are perhaps best expressed
in terms of the clustering of effects that the model’s architecture
imposes. Thus, we would expect data from studies of dual-task
interference, individual differences, development, neuropsychol-
ogy, and functional neuroimaging to indicate separable compo-
nents corresponding to the four main layers of the model (see
Figures 1 and 2).

Psychological data. The most obvious predictions arise from
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the model’s use of a separate context—timing signal (as proposed
by Burgess & Hitch, 1992). This signal helps to correctly order
familiar items in a list and underlies the temporal grouping and
Hebb effects, but it is not needed for performing a recognition
memory judgment. Thus, we predict that temporal grouping and
Hebb repetition effects should be independent of articulatory sup-
pression, word length, and phonemic similarity (that this is true for
the temporal grouping effect has recently been supported; see
Hitch et al., 1996). For the same reason, we predict that temporal
grouping and Hebb-like repetition of lists should not affect recog-
nition memory judgments, whereas we would predict an interac-
tion between grouping and repetition, such that the Hebb repetition
effect requires repetitions of the list to have the same temporal
structure and so involve the same sets of context nodes (consistent
with the findings of Bower & Winzenz, 1969). More generally,
any temporal component of a concurrent task would be expected to
interfere with immediate serial recall. Recent evidence offers some
support for this prediction: Concurrent paced finger tapping was
found to interfere with the recall of supraspan lists (Vandieren-
donck, De Vooght, & Van der Goten, 1998).

The recall of mixed lists of words and nonwords (see Figure 15)
and the prediction that words are more likely than nonwords to
form intrusion errors in these lists have not been investigated
experimentally to our knowledge. The way in which item famil-
iarity is encoded by long-term connection weights has a straight-
forward implication regarding overall performance: A filled pause
before recall will be more damaging to lists of nonwords than lists
of words; as, for nonwords, phonemic feedback during recall relies
to a greater extent on short-term decaying connection weights.

The detailed characteristics of the errors committed in simula-
tions of the model are emergent features. In many cases the
simulated behavior of the model corresponds to experimental data
known to us (see above), but in some the relevant data were not
available, enabling us to make some further predictions. These
include lower zig-zags for alternating familiar and unfamiliar
items than for similar and dissimilar items; no zig-zags for short
and long items; the span versus articulation rate curves for lists of
items of varying phonemic similarity (however, see Schweickert et
al., 1990); and the lower positional specificity of serial order
intrusions compared with transposition errors within a list (see also
Henson, in press).

The effects of presentation modality, phonemic similarity, and
item familiarity on the performance of recognition memory judg-
ments are simulated in the section on recognition memory judg-
ments. These simulations include recognition memory judgments
on items from lists of alternating familiarity or similarity, showing
zig-zag curves of performance. As far as we know, the simulated
effect of all of the above manipulations are predictions (but see
Henson, Hartley, Hitch, & Burgess, 1999).

Our simulations of articulatory suppression highlight an intrigu-
ing corollary of the independence of performance from word
length under articulatory suppression. If performance decreases
linearly with word length (as in the phonological loop idea), serial
recall of lists of long words (taking more than 1.0 s to say) might
be improved by suppression. This should be checked experimen-
tally, but participants may opt to use a system other than the
phonological loop, if possible, or not to rehearse when presented
with such long stimuli.

Neuropsychological data.  Although most lesions to the model
impair both serial recall and recognition memory judgments (con-

sistent with the analysis of Starr et al., 1990), some predictions are
possible. A lesion to the context-timing system alone would re-
duce item span for serially ordered recall and the effects of
temporal grouping and Hebb repetition, but would not impair
performance on tasks such as recognition memory judgments,
thyming judgments, or finding the meaning of a pseudohomo-
phone. Similarly, we would predict the complementary pattern of
impairment: patients who have some damage to part of the path-
way that provides phonemic feedback (from items to output pho-
nemes to input phonemes to items) and show impaired serially
ordered recall and reduced phonemic similarity effects but who do
show effects of temporal grouping and Hebb repetition.

An interesting question raised by our model is whether the
component responsible for serial ordering in verbal STM plays a
similar role in STM for nonverbal items. Neuropsychological
evidence suggests a dissociation between verbal and nonverbal
span tasks (De Renzi & Nichelli, 1975), and most of our model is
specialized for phonological material. However, the context—
timing signal is not necessarily as specialized. The same signal
might also be involved in nonverbal immediate serial recall tasks
such the Corsi blocks task. A common ordering mechanism should
lead to similar patterns of order errors in the serial recall of Corsi
blocks and verbal sequences, and recent work indicates that such
similarities do exist (Jones, Farrand, Stuart, & Morris, 1995),
although, as would be expected, the correspondence is not perfect
(Smyth & Scholey, 1996). Similarities have also been found in
STM for the serial order of olfactory stimuli (White & Treisman,
1997). Similarly, patients with a more general timing deficit might
be expected to show deficits in STM for serial order as the
context—timing system need not be specialized for use with verbal
material, and the CQ mechanism might well apply more generally
to the serial ordering of behavior (Houghton & Hartley, 1996).

The model’s use of decaying inhibition causes items to become
more active over time (similarly to a “primacy gradient”; Page &
Norris, 1998), in contrast to the decay of connection weights. Note
that using decaying inhibition (or growing activation) to provide
such a gradient gives an advantage to long words over short ones.
Thus, when a lesion removes the effect of some decaying connec-
tion weights, performance on short words can be impaired more
than on long ones. This may produce slightly better overall per-
formance on long words than short ones (see Table 3). This result
could be translated into a prediction that neuropsychological pa-
tients should be found who show such counterintuitive behavior.
However, it must be remembered that the model assumes that
presentation and recall rates are both equal to the participants’ rate
of speeded articulation.

Neurophysiological data. 1t is generally difficult for models of
verbal behavior to make contact with neurophysiology data be-
cause detailed single-unit data are generally not recorded in hu-
mans. However, as mentioned above, parts of our model relate to
the serial ordering of behavior in general. In principle, the repre-
sentation of serial order in the brain might take one (or several) of
many forms, such as activations that increase with proximity to the
start or end of the sequence (Henson, 1998b; Houghton, 1990); the
start of the sequence (Page & Norris, 1998); or the positional
representation of the context layer in our current and 1992 model.
Which type of representation or representations are in fact used in
the brain may be difficult to determine solely on the basis of
behavior.

The simplest interpretation of our context signal predicts neu-
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rons that are active for specific serial positions in a sequence of
items, irrespective of which items are recalled at each position.
Interestingly, cells have recently been observed in the presupple-
mentary motor area of monkeys that fire at specific serial positions
within a learned sequence of three movements, independently of
which movement is made at which position (J. Tanji, personal
communication, March 17, 1998). These complement the cells in
the supplementary motor area that fire before the performance of
the three actions in a specific order (Tanji & Shima, 1994). Cells
in primary motor cortex have also been found to encode the serial
position of visual stimuli in a task requiring memory for their serial
order (Carpenter, Georgopoulos, & Pellizzer, 1999). Both of these
observations of the neural coding of serial order correspond
closely to the way units represent serial order in our predicted
context—timing layer.

Discussion
Locating Functional Modules Within the Brain

A simple mapping from the functional modules in the model to
the likely brain areas supporting them would place the input
phoneme layer in the supramarginal gyrus (just posterior to Wer-
nicke’s area) and the output phoneme layer in Broca’s area. Be-
yond this, however, it is not clear whether to interpret the item
layer as corresponding to locations close to Broca’s area and the
output system or close to Wernicke’s area and the input system. In
the former case, CQ of items would be providing a simple model
of the planning of a speech output (or articulation), the task for
which it was originally developed (Houghton, 1990). The cells
found in the supplementary motor area of monkeys, whose activity
is related to particular ordered sequences of forthcoming multiple
movements (Tanji & Shima, 1994), indicate that this area might be
expected to contribute to the premotor planning of the output of a
list in humans. However, the identification of STM patients such
as P.V. and J.B. with posterior lesions is most consistent with the
item layer being located near Wernicke’s area (and hence associ-
ated with speech input processes). This position is also more
consistent with functional neuroimaging of lexical processing that
has activated inferior parietal and middle and inferior temporal
areas on the left (Demonet et al., 1992). In this case, items might
simply be recognized as ordered sets of input phonemes (as in
James & Miikkulainen, 1995) but could still be sequentially pro-
cessed in a manner analogous to CQ despite their distributed
representation (e.g., similarly to the model of olfactory processing
in Granger, Ambrose-Ingerson, Staubli, & Lynch, 1990).

The location and nature of the proposed third component, the
repeatable context—timing signal, is an interesting subject for spec-
ulation. The recent observation, discussed above, of cells that fire
according to the serial position within a sequence of three move-
ments makes the primary motor cortex and presupplementary
motor area the most obvious candidates. Treisman et al. (1994)
have suggested -a central timing signal that can be detected in the
EEG and in interval judgments. This could be related to our
context~timing signal, although a location for it has not been
proposed to our knowledge. Another possible location for at least
part of this system is the cerebellum, which has been proposed to
have a general timing function (Ivry & Keele, 1989) and has long
been associated with smooth motor coordination (see Welsh, Lang,
Suglhara, and Llinas, 1995, for a review). More specifically, timed

finger-tapping tasks thought to involve the cerebellum, and the
nonmotor aspect of subjective estimation of time intervals, have
recently been shown to selectively activate parts of the cerebellum
in a positron emission tomography study (Jueptner et al., 1995).
Other recent work has pointed to a role for the cerebellum in
human cognitive function, including language (Leiner, Leiner, &
Dow, 1993), but remains highly speculative at this stage (see
Daum & Ackermann, 1995, for a review). Interestingly, Paulesu et
al. (1993) found that the cerebellum and the supplementary motor
area were selectively activated by their list recall task rather than
by thyming judgments. They suggested that these areas “were
automatically engaged as part of a more general neuronal network
devoted to language planning and execution” (Paulesu et al., 1993,
p. 342), a role that would also apply to the timing of serial recall
of a list. The location of the context-timing signal is the subject of
a current functional neuroimaging study (Henson, Burgess, &
Frith, 1999).

Distributed Versus Localist Representations and
Biologically Plausibility

The model presented here is localist, one unit in the model
represents one piece of information (e.g., an item or phoneme), and
does not respond to any other piece of information. Such a unit is
intended to correspond to many neurons in the brain, but these
neurons would also have to be localist for the correspondence to
make sense. Within connectionist modeling, localist representa-
tions are sometimes viewed as being less biologically plausible
than distributed ones. Is there any basis for this? Given that a
particular part of a connectionist model processes a certain type of
information, should the information be represented by the activity
of individual units in a distributed or a localist fashion? To address
this question, we consider the following (artificially polarized)
positions: (a) a “distributed” position, where information about the
state of the system is distributed across many units, such that each
unit is active for a random subset of all the possible states of the
system, and such that which states a unit contributes to is inde-
pendent of what those states represent; (b) a “localist” position,
where the activity of a single unit represents some identifiable
information. The “grandmother cell hypothesis” (i.e., that the
concept of one’s grandmother is encoded by an individual cell) is
a special case of this position, although, more generally, a partic-
ular stimulus might be represented by graded activity among many
cells, each with well defined but less specific receptive fields (e.g.,
female relatives, people wearing glasses, etc.).

In terms of experimental data, localist is distinguished from
distributed by the prediction that activity of a particular neuron can
be identified with a single, well-circumscribed experimental event.
This type of cellular activity has been routinely found in various
brain regions of various animals. Some of the best known exam-
ples are cells maximally responding to specific types of visual
stimuli (see, e.g., Zeki, 1993), including high-level stimuli such as
a face looking in a particular direction (Perrett, Hietanen, Oram, &
Benson, 1992); the occurrence of a particular syllabic or subsyl-
labic component to a bird’s song (Yu & Margoliash, 1996); being
in a particular spatial location (O’Keefe, 1976); heading in a
particular direction (Taube, Muller, & Ranck, 1991); and reaching
in a particular direction (Georgopoulos, Kettner, & Schwartz,
1988).
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By contrast, we are not aware of direct evidence for distributed
representations, although this type of representation would be hard
to find because an apparently random neuronal response might be
interpreted simply as a failure to identify the correct experimental
variable. Part of the allure of distributed representations is that they
are highly efficient: Even if neurons had only two types of re-
sponses (i.e., on or off), N neurons could encode 2V bits of
information in a distributed fashion. However, it is not clear how
important a consideration this is in a brain of around 10*! neurons
(see, e.g., Kandel, 1991).

In summary, we do not regard localist representations as being
less plausible than distributed ones. Indeed, there is much direct
evidence for their existence and none for purely distributed ones.
Our model is localist, and the functional constraints imposed by
the STM data make it hard to envisage an equivalent distributed
model (e.g., an item must be suppressed in its entirety following
selection, whereas similar items must not be suppressed at all).
However, because local models inevitably encode information
across several units and apparently random single-unit responses
may one day be understood, the question of whether to use
distributed or local representations may be one of interpretation: “a
matter of whether we are looking at the forest or the trees”
(McClelland & Rumelhart, 1986, p. 5).

Relation to Other Work

It is interesting to note the similarities between the present
mode] and Estes’s (1972; Lee & Estes, 1981) perturbation theory
of serial ordering. Thus, in Estes’s models, serial order information
is stored via links between items and contextual “control ele-
ments,” which shift as a function of time and represent positional
information at different levels in a hierarchy (e.g., trial, group, and
within-groups position). This has a clear parallel with the use of
context—item associations in the present model, except that posi-
tional information in the present model is not fully hierarchical
(i.e., group position is not encoded in the account of temporal
grouping effects). Another similarity that highlights an interesting
difference is the use of noise to cause errors. Thus, in Estes’s
model, noise perturbs the context—timing signal, whereas in our
model memory for context is error free and noise disturbs item
information only during output.

More recently, the primacy model (Page & Norris, 1998) and
the oscillator-based associative recall model (OSCAR; Brown et
al., in press) have been proposed, and both have strong similarities
to our model. OSCAR can be thought of as an implementation of
Burgess and Hitch’s (1992) model using temporal oscillators to
provide the context signal, extending its range of application in the
temporal domain but also retaining its flaws. The first stage of the
primacy model may be thought of as a minimal CQ model (see the
section on the minimalist connectionist model) or in terms of
Houghton’s (1990) model modified to include a “start node” but
without the corresponding “end node.” The second stage of the
primacy model roughly corresponds to the phonemic feedback in
our model but involves a second set of item nodes (with attendant
“primacy gradient” of activations) that serves purely to introduce
extra errors when there is phonemic similarity among items. Our
use of input and output phoneme representations, and the recipro-
cal connections between them, is necessary to provide a mecha-
nistic explanation of the effects of articulatory suppression,
presentation modality, and rehearsal and to account for neuropsy-

chological data. They are also necessary to explain people’s ability
to learn to both recognize and produce the same sound for a given
word (see Phonological Information: Neuropsychology and Pho-
nemic Feedback). Such an explanation is not provided by the
primacy model. The second difference with the primacy model
concerns whether a separate context layer is necessary. We believe
that it is, based on the Hebb repetition effect, position-specific
intrusions, and temporal grouping effects. Again, these cannot be
accounted for by the primacy model.

We note that the use of gradients relating to both the start and
end of the list (Houghton, 1990) can be shown to support a model
of immediate recall that is consistent with error patterns, including
those related to temporal grouping and serial order intrusions
(Henson, 1998b). Indeed, serial order intrusions and the pattern of
errors in temporally grouped lists argue in favor of start and end
node representations (see Henson, in press), although a drawback
of end nodes is that they tend to require the system to know which
is the last item in advance (however, see Houghton et al., 1994).
Thus, some modification of our context signal may be indicated so
as to encode serial position relative to the start and end of the list,
rather than its absolute value (see Henson & Burgess, 1997).

Apart from the details of implementation, neuropsychological
data may tum out to be a good way of deciding between different
model structures. We believe these data force models of verbal
STM to adopt the separate layers and connections between item,
phonemic input, and phonemic output representations in our cur-
rent model (see also Burgess and Hitch, 1992). We agree with
Gupta and MacWhinney’s (1997) emphasis on the importance of
attempting to tie functional modules to specific brain regions and
with their decision to base the item-level structure of their model
on our 1992 model and the phoneme-level structure on that of
Hartley and Houghton (1996). Here we have provided a different
development of our 1992 model, associated its components with
brain regions, and showed that it is capable of explaining a wider
range of psychological data on verbal STM than any other current
model of this type.

Conclusion

We have proposed a mechanistic account of how the brain
organizes the storage and immediate serial recall of verbalizable
items that is compatible with implementation by neurons and
synapses. The functional architecture of the model is motivated by
independent psychological and neuropsychological evidence, and
our simulations demonstrate that it can account for a wider range
of experimental data than any other model of this type. Simulated
experiments include the probability of making an error in the
immediate recall of a list of items as a function of serial position,
list length, word length, phonemic similarity, presentation modal-
ity, articulatory suppression, rehearsal, temporal grouping, word
frequency, and lexicality. It also models the effects of Hebb
repetition and serial order intrusions from previous lists and can be
related to the performance of neuropsychological patients. The
model builds on our earlier model (Burgess & Hitch, 1992) and
shows that the basic ideas can be usefully extended. It proposes an
explicit mechanism for the conceptual model of a phonological
loop (Baddeley, 1986) and retains that model’s successes in ex-
plaining effects on overall performance levels while also extending
it to explain the detailed error patterns in immediate serial recall.
Our extended model predicts novel psychological experiments
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because many of the simulated error patterns have not yet been
checked experimentally. We have also attempted to map the func-
tional modules in the model onto brain regions in order to make
contact with data from neuropsychology and functional neuroim-
aging. We hope that the model presented here is a starting point for
understanding the role of verbal STM in language learning and
will provide a framework for the prediction and interpretation of
neuropsychological and functional neuroimaging data.
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