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OVERVIEW



Entity Coding: a Central Task in Text Mining

Coding patient vocabulary to SNOMED CT

… went to get bloods done at 11 30 am …

Blood test

SCTID: 396550006

Blood

SCTID: 87612001

Procedure

Is a

Mention of

Substance

?



Entity Coding: a Central Task in Text Mining

Coding patient vocabulary to SNOMED CT

diagnosed  with  gad   where my  benzos  at ?

Tranquilizer 

SCTID: 45604009

Generalised anxiety disorder

SCTID: 21897009

Glutamate decarboxylase

SCTID: 41465008

Anxiety disorder Enzyme

?

Is a

Mention of



Illustrating the Complexities of Entity Coding in Health

Source Entity Mention Target Concept (SNOMED)

Twitter hungry hunger

Twitter gained 2kgs in weight weight gain

Twitter head spinning dizziness

Twitter rupturd his bowel gastrointestinal perforation

EHR No pneumothorax history of pneumothorax, 

negative

EHR right breast cancer breast cancer + right

EHR A.FIB atrial fibrillation

EHR tumor … in left ovary tumor of ovary

Literature thrombophilic

condition

blood coagulation disorder

[not thrombophilia]

Literature peculiar changes in 

the dendrites of 

Purjinje cells

abnormal + Purjinje cell + 

dendrite + associated 

morphology



HELIN (Health Entity Linking) pipeline

HTTP 
Request

Flask

Webserver

Flair

NER

SapBERT

Entity 
Linking

Json 
Response

raw text

document

Data mining /

Knowledge discovery

Includes text

pre-processing

and entity

recognition



Example API output

API call: 

• /tag_string?txt='I woke up 

with migraine so I took an 

aspirine’

• Sentence: I woke up with migraine

so I took an aspirine

• Correctly detected both entities

• Resolved both to SNOMED even if 

Aspirin is misspelled



Where can I get HELIN? https://github.com/cambridgeltl/HELIN
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COMETA: a training set from Reddit data

• Timeframe: 2015 to 2018

• Theme: 68 subreddits

• General domain: r/AskDocs, r/DiagnoseMe, r/health, 

r/AskAPharmacist, r/AskADentist, 

r/HealthInsurance, ...

• Specific issues: r/flu, r/obgyn, r/cancer, r/diabetes, 

r/migraine, r/benzorecovery, …

• User anonymization plus pseudo-anonymization

• Avoid low-traffic & links-only subreddits

• Removed automated/bot posts



Constructing COMETA

• Subreddit 
selection

• Reddit API + 
Pushshift

Data 
collection

• Automatic 
NER

• Filtering 

• Anonymization

Entity 
Extraction • SNOMED-CT 

linking

• Ambiguity 
resolution

Entity 
Linking

• Human 
validation

• Sanity checks

Data 
Validation • Split 

generation

• Baselines

Release

[3] Basaldella, M., Liu, F., Shareghi, E., & Collier, N. (2020, November). COMETA: A Corpus for Medical Entity Linking in the Social

Media. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 3122-3137).



COMETA: examples

Input term right ankle

Context I have had an avulsion 

fracture lately in my right 

ankle

Target general SNOMED 

label

Structure of right ankle 

(STCID: 6685009)

Target specific SNOMED 

label

Structure of right ankle 

(STCID: 6685009)



COMETA: examples

Input term bloods

Context Went to get bloods done at 

NUM and results came 

back as fine

Target general SNOMED 

label

Blood

(STCID: 87612001)

Target specific SNOMED 

label

Blood test

(STCID: 396550006)



COMETA: examples

Input term CPAP

Context I remember years ago 

getting CPAP supplies and 

realizing for the first time 

what a crock it was

Target general SNOMED 

label

Continuous positive airway 

pressure ventilation 

treatment

(STCID: 47545007)

Target specific SNOMED 

label

Continuous positive airway 

pressure ventilation 

treatment

(STCID: 47545007)



COMETA splits: encouraging zero shot concept 

recognition

Split Training Dev Test

Stratified
General 13489 2176 4350

Specific 13441 2205 4369

Zero-

Shot

General 14062 1958 3995

Specific 13714 2018 4283

* Number of sentences with one target 

concept per sentence



TECHNICAL DETAILS: SAPBERT
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Magic sauce: Knowledge Injection from Ontologies

We use UMLS, the largest interlingua of biomedical ontologies:

• 4M+ concepts

• 10M+ synonyms 

• 150+ controlled vocabularies

• (e.g. SNOMED, RxNORM, …)

Synonym relations extracted from UMLS can 

inform language models’ representations



Self-Alignment Pretraining to recognize synonyms

Technical challenge: UMLS is huge, but not always informative

Most of hydroxychloroquine’s 
variants are easy: 

…….

synonyms of hydroxychloroquine

• Hydroxychlorochin

• Hydroxychloroquine (substance)

• Hidroxicloroquina

• ……

But a few can be very hard: 

• HCQ

• plaquenil

• ……

Can we focus on/learn more from the 

hard/informative examples?



Self-Alignment Pretraining with harder examples

Techniques: (1) smart online sampling (2) multi-similarity loss

• (1) smart online sampling: drop the easily-solvable examples

• (2) multi-similarity loss: learn more from the more informative 

examples

After sampling

easy (redundant)



A qualitative evaluation using T-SNE visualisation

PUBMEDBERT + SAPBERT

PUBMEDBERT



Huge performance boost 

when applied to popular 

Masked-Language Models

State-of-the-art results across 

6 academic benchmarks

Quantitative evaluations using COMETA and other 

benchmarks

Accuracy @1 results on 

D1: NCBI, D2: BC5CDR-d, 

D3: BC5CDR-c, D4: 

MedMentions, D5: 

AskAPatient, D6: COMETA



SapBERT is available via Github and HuggingFace

SapBERT is receiving positive feedbacks and gaining popularity within the Machine 
Learning and Natural Language Processing communities

The SapBERT model 

gets 2,000+ downloads 

per month
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