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Overview

*Use case 1: Automated medical coding
* Method — explainability with attention mechanisms
* Results

* Demonstration

*Use case 2: Rare disease cohort selection
* Method — improve SemEHR with rule-based weak supervision
* Preliminary results
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Use case 1: Automated Medical Coding

Assigning medical codes (e.g. ICD codes) for clinical notes, to facilitate the work of coding
staff.

In NHS Lothian, each staff codes 60 discharge summaries per day (approx. 7min/doc), and
the whole team codes 20 000 every month (interview by Rannikmie, 2016).

Challenging task (aumel et ar,, 2018):

o Large number of labels: about 9000 ICD 9 code used in MIMIC-III (US discharge summaries in ICU)
o Multi-label setting: 16 code per discharge summary on average in MIMIC-III
o Long documents: 2000 tokens in a discharge summary on average in MIMIC-III
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Explainable VIL for EHR with attention mechanisms

Explainability is “the ability to explain what happened when the model made a decision, in
terms that a person understands” (Geis et al., Ethics of Artificial Intelligence in Radiology, 2019, p. 438)

Methods for Explainable ML with EHR data: feature interaction & importance, attention
mechanisms, data dimensionality reduction, knowledge distillation and rule extraction,
intrinsically interpretable models (Payrovnaziri et al., JIAMIA, 2020).

Je suis étudiant </s>

attention [
vector

context

Attention mechanism (Bahdanau et al., 2014) iS @ major approach =2
considered to enhance the explainability of deep learning attention 5"

weights »."77 3
models with EHR data. ®
Attention mechanism usually learns a peaky distribution of the
input sequence regarding the prediction task.

I am a student <s> Je suis étudiant

Acknowledgement to the Image from (Synced, 2017) https://medium.com/syncedreview/a-brief-overview-of-attention-mechanism-13c578ba9129
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Hierarchical Label-wise Attention Network (HLAN) with
Label Embedding (LE) Initialisation
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Image from Dong H, Suarez-Paniagua V, Whiteley W, Wu H. Explainable Automated Coding of Clinical Notes using Hierarchical Label-wise Attention Networks and Label Embedding

Initialisation. Journal of Biomedical Informatics. 2021 Mar 9;103728. Preprint on arXiv:



https://arxiv.org/abs/2010.15728
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Datasets

MIMIC-III and MIMIC-II1-50 (top-50 code prediction), Medical Information Mart for Intensive Care, preprocessed as in
(Mullenbach et al., 2018).

Discharge summaries, in average 2000 tokens per document, all padded to 2500 tokens.

MIMIC-IlI-shielding, discharge summaries with ICD-9 code corresponding to the NHS ICD-10 code to select high-risk
patients for shielding during COVID-19.

(Numbers | MIMICHII MIMIC-111-50 MIMIC-lll-shielding

Training documents 47,724 8,067 4,574
Labels 8,922 50 20
Labels per document 15.88 5.69 1.08

MIMIC-III Dataset from: Alistair E. W. Johnson, Tom J. Pollard, Lu Shen, Liwei H. Lehman, Mengling Feng, Mohammad Ghassemi, Benjamin Moody, Peter Szolovits,

Leo Anthony Celi, and Roger G. Mark. 2016. MIMIC-IlI, a freely accessible critical care database. Scientific Data, 3(1):1-9.
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Results and Demonstration

Testing results averaged 10 times with random seeds

Testing F, score for codes in MIMIC-11I-50 with HLAN+LE

Models Micro- Micro- Micro- 100 3500
(MIMIC-111-50) level level level F1 28 3000
precision recall 20 l l 2500
60
CNN 55.6%  71.2%  62.4% o l 2000
20 1500
CNN+att 70.9% 53.1% 60.7% 30 1000
20 Ll 500
Bi-GRU 58.1%  45.8%  51.2% 10 . I e .
HAN 68.2%  52.9%  59.4% S & & & &S S
& X NG & e & @ o o o
HA-GRU 69.5%  48.7%  57.2% A S R
¢ v & & & & o N > ©
HLAN+LE (ours) 73.2%  56.9%  64.0% 2 & & & & & ¢ é\é@*
" ‘9' 0'»\(' o S @?‘9 o;»"'?’ &
Italics: p<0.05 to the second best result &9" o,q,v- o ,‘3’,\’ 4\5”
Tlme for demonstratlon! mm HLAN+LE Freq in training data
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A visualization of explainable coding with HLAN

For427.31 For 428.0 Document #24 in MIMIC-III-50

0.02 0.01 admission  date discharge date service surgery

0.01 0.01 allergies patient recorded as having no known allergies to drugs attending
0.01 0.02 major surgical or invasive  procedure ex lap r hemicolectomy mucous  fistula

0 0 history of present iliness age over f presented to location  un

0 0.01 admitted to hospitall and taken directly to or upon arrival

0.41 _past medical  history pmhx a fib aortic stenosis [yl last ef

0 0 pertinent results 00pm blood whc rbc hgb hct mcv mch mchc

0 0.01 brief hospital  course age over f transferred from location un and

0 0.02 patient was taken directly to the operating room for an exploratory
0 0 she underwent a right hemicolectomy mucous fistula ileostomy gj tube placement
0.01 0.01 fluid balance intraoperatively included units ffp units plt u nits prbc

0 0 patient was kept intubated and taken directly to the surgical  intensive
0 0.02 she required  maximum pressor support to maintain  sufficient cardiac index

0 0.03 patient did show signs of distal ischemia to extremities by the

0.01 0 family meeting  at latter evening decided to make patient cmo patient
0.01 0 medications on admission last name un amlodipine mg qd benarepril mg

0.49 0 discharge  diagnosis cardiopulmonary arrest perforated colon  atrial fibrillation ventilatory support  discharge

Sentence-level attention weights 427.31 (Atrial Fibrillation) EPAKON{®6]V-LINA =R CETa R ENIT=MT o J=Ioil=le)




Edinburgh

CLINICAL
CLINICAL NI P
CLINICA

Use Case 2: Rare Disease Cohort Selection

Rare diseases are likely to be missed in ICD coding.

o Only 500 rare diseases have a specific ICD 10 code
(Bearryman, 2016).

Preliminary Results with 10,000 MIMIC-III discharge summaries
using SemEHR and string matching

Mumber of Rare Disease ICD-9 codes for a patient stay

o ¢f. 3,000 rare disease in SNOMED CT and 7,000 in 175 -
Orpha net " + Rare disease ICD 9, NLP (SemEHR+string matching) _"I:
) ) ) o ) ﬁ 1504 * Rare disease ICD 9, structured data
° Only 6 diagnosis code for each admission episode, S
with priority given to common diseases and limited g 125 4 N
H 1 W +
time for coding. % 100 :
o +
A
| | S 751 M
NLP can surface rare diseases for cohort selection. 5 -
w 504 .
; -
. _E 25 k&
Ontology-based approach: 5 XX
M A0 = = % S
Free_text -> UMLS -> ORDO (_> |CD) D 4 ——

H 250 500 750 1000 1250 1500
Patient stay with at least one rare disease ICD-9 code,
sorted by the NLP category
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NER+L tool: SemEHR (from text to UMLS)

Bio-YODIE (Gorrell et al., 2018) is the main NLP Pipeline in Producing Subsystem -

rSrorage
SemEHR. N S

: Semantic Index : I e

[ >

[ natser | 1y | '
|
I
J

NLP Pipeline

Bio-YODIE

Bio-YODIE is fast, using a gazetteer-based approach to
match texts to gazetters (e.g. UMLS terms and synonyms).

Elasticsearch Cluster

Limitation: no contextual disambiguation and especially
fail in matching abbreviations.

| Study-based learning engine

ey e . SUbSYStem Machine |
For example, some False Positives in SemEHR: e . (| RueEngne | )  Leaming N
[ omponents

Continuous Learning

-

(i) His temporary HD line was pulled. : e |
(i) ... male with ESRD on HD ... V?;uilgzta& 'Sema"(:z:;amh enane — | Studvéf;%\xledge
(iii) Discharge Medications ... 3. Asacol HD 800 mg Tablet ... Feedback I [ Processor J [ Analyser J ‘ reasonet ]: !

(iv) CT scan on HD9 showed ... . [ ——-
Consuming Subsystem

All “HD”s were falsely identified as Huntingdon Disease
(has synonym HD).

UMLS APIs, Linked Open
Data, Other Ontology APIs,
SPARQL Endpoints

Image from Wu H, Toti G, Morley KI, Ibrahim ZM, Folarin A, Jackson R, et al. SemEHR: A general-purpose semantic search system to surface semantic data from clinical notes for tailored care,

trial recruitment, and clinical research*. Journal of the American Medical Informatics Association. 2018 May 1;25(5):530-7.
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Weak supervision

Weak supervision: get low-quality labels efficiently (using noisy, limited, or imprecise sources)
without hand-labelling from subject matter experts (Ratner et al., 2019).

Sources for weak supervision (Ratner et al., 2019):
heuristics, rules
crowdsourcing
Knowledge Bases — distant supervision
existing resources, e.g. automated tools, pre-trained models

etc.

We use SemEHR with rules to generate weak labels.



“Prevalence” <

Training stage: :
& & . ... # of mention 0.5%: Contextual representation
whether a mention-UMLS pair indicates a rare phenotype | Gr-iias = =Yk (BlueBERT-+PubMed+MIMIC-II])

freq_men/num_doc

NER+L: Named Entity Recognition + Linking
— Rule-based weak : -
MIMIC-I11 DS NER<+L tool Positive mention (in v Machine learning
& (100 section) — UMLS pairs [of SUpervision model
=59652 - .
(n ) (SemEHR) rare diseases] (n=127150) (n_pos, both True = 15598; (train+validation)
n_neg, both False = 74217)

--------------------------------------- ST Ontology matching filtering
If only consider rare disease

Ontology matching filtering >

Expert annotation UL Tesft_ilng5_ eentlovel
« . » [ concept filtering (sent-leve
WO e Az (ii) ORDO concept filtering (sent-level)

mentions of 312 patient (iii) Rare disease coding with ORDO
stays) (patient-level)

Other rare disease
ontologies:
GARD / NORD

ORDO (Orphanet Rare
Disease Ontology)

Inference stage: filtering with the model

—
MIMIC-III DS

(n=59652)

Filtered positive
mention — UMLS
concept pairs

NER+L tool Machine learning
(SemEHR) model (trained)
v

— d ™~

— Ontology matching filtering [optional] Rare disease ontologies, Ontology matching filtering
ESS, Tayside, e.g. ORDO (if not completed previously)

brain RR etc.
v

Rare disease phenotype as
ORDO concepts

—_
fori o

MIMIC-III CXR

17/03/2021
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Results on rare disease UMLS filtering

Results based on MIMIC-III discharge summaries, randomly sampled 200 mention-to-UMLS-disease pairs identified by SemEHR
(see examples below).

UMLSs were filtered by those matched to Orphanet Rare Disease Ontology (ORDO).

Text: History of pneumonia in [**2097**]

complicated by ARDS. [**2099**] tetanus
Rare disease UMLS filterins an and pneumovax vaccination with a negative -

PPD at that time.” —
Google Healthcare Natural Language API

(released in Nov 2020) 76.9%  84.5%  80.5% UMLS: C0039614 Tetanus
100.0%
SemEHR 35.5% (reference) 52.4%
SemEHR + two rules (“OR” operation) ~ 85.7%  93.0%  89.2% Text: Past Medical History: -
7. Heparin induced thrombocytopenia in
[¥%9-/2128%%*] True

SemEHR + rule-based weak
supervision with BlueBERT (ours) 91.7% 93.0% 92.3% UMLS: C0272285 HIT

17/03/2021 15
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Conclusions and Future studies

»Explainable Automated medical coding through deep learning and attention mechanismes.

» Rare disease identification with ontologies, SemEHR, and rule-based weak supervision.

Areas for future studies:

/7

*¢* Generalise the models for data from the UK
o Edinburgh Stroke Study + NHS Tayside brain imaging reports (already acquired)

o Dataloch (Edinbugh and South East Scotland region)

+» |dentify issues and gaps to deploy the coding system in the NHS:
o Connect to NHS staff, researchers, clinical software companies. (Please contact me if interested)

Preprint (accepted to JBI): https://arxiv.org/abs/2010.15728
GitHub: https://github.com/acadTags/Explainable-Automated-Medical-Coding

17/03/2021 16
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