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Bias Reduction of Maximum Likelihood 
Estimates: D. Firth; Biometrika (1993) 
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Solution for Logistic Regression 

shrinks  estimates towards β=0 



Logistic Regression: Separation Problem 

if X predicts outcome perfectly, 
its regression coefficient => ∞ 

p = 1/(1 + exp(-η) 

= η 



Bayesian inference: Jeffries Prior 

Posterior = Likelihood * Prior 

Jeffries  Prior: 

Binomial distribution; θ = prob. success 

Note on notation: theta in the top equation is the canonical variable, and theta in the bottom equation is the binary probability of success (p). 


