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1. Introduction

Since the invention of the biggest cryptocurrency - Bitcoin (BTC) - in 2008, there has been a rising interest in the cryptocurrency market, as well as blockchain technology. Cryptocurrencies are decentralized digital assets, serving as a medium of exchange. Its decentralized nature comes from the distributed ledger technology based on strong cryptography and a proof-of-work technique (Nakamoto, 2009). In February 2020, the cryptocurrency market capitalization reached $292.2bn (CoinMarketCap, 2020). This figure is higher than the nominal GDP of countries like New Zealand, Qatar or Ukraine; and is predicted to raise in the near time horizon (Global Cryptocurrency Market, 2019).

For many, this technology is seen as a solution to the intermediary problem, others perceive cryptocurrencies as extremely volatile assets capable of bringing over-the-market-rate margins. (Conrad et al., 2018) has shown that cryptocurrency markets - the market for bitcoin in particular - demonstrate very high levels of volatility in comparison to commodities, stocks or traditional currency markets. It is also very weakly correlated with other markets.

The most natural choice for time-series data, autoregression models, have been shown by (Abu Bakar et al., 2017) and (Adebiyi et al., 2014) to produce high error margins, hence being not the most efficient tool in predicting future price movements. As predicting future price movements seems to be a non-linear task, artificial neural networks started to become more popular in modelling the stock market.

This paper firstly introduces the idea of Neural Networks and describes its features allowing it to be a particularly handy tool for this type of task. Then I move onto reviewing literature concerning some of the approaches used by other scholars to predict future cryptocurrency prices. Lastly, I present my own Neural Network architecture and asses its performance based on a redefined evaluation metric not yet encountered in any of the papers concerning this topic.

2. Artificial Neural Networks (ANN)

ANNs are biologically inspired structures, resembling to a large extent the process taking place in living organisms’ brains. Similar to our brains, neural networks consist of layers of nodes, which aim to model neurons in a living organism. Figure 1 shows a basic example of a network with 4 inputs, which values are further passed to next layers. The value reaching a red node is a weighted sum of the 4 input nodes A, B, C, D. Bear in mind, these weights can be different for each node. The same process is applied to green (weighted sum of red nodes) and then blue nodes up until we calculate the final output.
We can see that the connections between the nodes, ANN links, are responsible for transferring signals from layer to layer, much like axons do in a human brain. The weighted sum of those connections constitutes the aggregate signal passed to the next neuron.

However, the signal reaching a neuron must be strong enough to be transferred further. To ensure that, we use an activation function, which in simple terms asks: "Is the signal strong enough?" If yes, then pass the signal. That process is shown in the right bottom corner of Figure 2. This introduces non-linearity to the model and allows it to recognize more complex patterns than more traditional machine learning techniques (Kustrin et al., 2000). There is a wide range of activation functions that we can use as shown by (Czekalski et al., 2015).
The ANN is initialized with random weights. What makes ANNs so powerful, is their ability to improve weights over time. This is done by checking the error of the final output, i.e. how far away the network was from the “true” value, and then updating the weights to reduce that error (defined in variety of ways dependent on the type of problem we are solving). During this process some connections are strengthened, and some are weakened, so that the network produces smaller error next time. After evaluating thousands of examples, the neural network learns how to detect certain patterns and yields accurate results. There are many different techniques of updating these weights, of which the most popular one is the backpropagation algorithm. Once the network satisfies sufficient benchmarks on the test set, the updated links are saved and then used to predict future outcomes (Balaji et al., 2013)

There is a variety of neural network types characterized by some very technical differences. One type, that will be of our interest in this paper, is the Recurrent Neural Network (RNN). It is a specific class of neural networks able to make use of sequential data – a type of data, where the order of occurrence matters. (Sak et al., 2014) showed this is particularly useful in the field of Natural Language Processing, as human speech is a sequenced type of data, where the meaning of a word depends on words preceding it.

The hope is that this type of architecture would be useful for our price movement prediction task and will learn dynamic patterns from the sequential nature of trading data.

3. Literature study

Researchers tried to compare basic average-based models (e.g. ARIMA) with dense neural networks – similar to the one shown in Figure 1. (Munim et al., 2019) compared the two by evaluating the accuracy using the Mean Absolute Percentage Error. They simply asked: “What is the difference between the predicted price of bitcoin the day before of each model and the true price?”. The study was concluded using training dataset of 2000 days of bitcoin trading. Despite the dense neural network complexity, ARIMA model turned out to yield smaller errors for all measurement techniques. This study showed that dense networks do not perform well in a time-series setting.

On the contrary, (McNally et al., 2018) arrived at different results by using slightly modified architectures, namely Bayesian optimized recurrent neural network (RNN) and a Long Short Term Memory (LSTM) network versus the ARIMA model. Unlike in the previous study, the model output was designed to indicate whether the price of bitcoin will go up or down the next day (not to predict the exact value). The ARIMA model gave the correct prediction only 50.05% of times. Both RNN and LSTM scored better – 50.25% and 52.78% respectively. This research showed the benefit of using recurrent-based type architectures in forecasting tasks.

(Radityo et al., 2017) study focused more on exploring learning techniques i.e. ways in which the weights in the network are updated. They used 4 main learning techniques: BPNN, GANN, GABPNN, and NEAT. They evaluated the performance of these models, using mean average percentage error (MAPE), similarly to the previous study (Munim et al., 2019).
Interestingly enough, GANN performed better in the case of stock market (Nayak et al., 2012). This shows there is a fundamental difference in these both markets linked to the volatility of cryptocurrencies. These findings indicate that our model should lean towards backpropagation-based techniques.

4. The model

One conclusion we can immediately draw from above findings is the inconsistency of performance metrics. Some papers evaluate models by looking at the percentage error of the predicted value, like (Munim et al., 2019), others try to optimize for correct up/down prediction as in (McNally et al., 2018). Before constructing our model, we need to decide what do we want to optimize for, to make our model useful.

Most traders, while making the decision whether to buy or not, tend to ask themselves “Do I think the price is going to go up or down?” Then based on their intuition and experience they make the decision. However, their performance is not evaluated based on how many times they were “right”, rather it is assessed by the rate of return yielded by their portfolio. Hence, I decided that my model will learn how to invest similarly to (McNally et al., 2018), but I will test its performance by letting it trade over the test period.

4.1. Data

Unlike in aforementioned research papers, I am using minute-by-minute market data instead of day-by-day. It consists of Ethereum and Bitcoin prices from 2018 and 2019. The data inputs involve values of open and close prices, maxima and minima and trading volumes on any given minute. The data is then split into training and validation sets, but only the 2018 part. The prices of 2019 are left solely to test the model’s behaviour evaluated over a sample further apart in time.

4.2. Architecture

The input to the neural network consists of 45 minutes worth of trading data described above and the network tries to predict an upward or downward movement of Ethereum price within the next 3 minutes. The output is a probability distribution. If the probability for up is > 50%, then up is predicted and vice versa. Following up on the on the findings of (McNally et al., 2018) and (Radityo et al., 2017) I experimented with various mixtures of LSTM and dense layers of the neural networks. In general, all of the architectures were yielding similar results with slight tendency of accuracy falling when
increasing the complexity of the model. The network learned through the backpropagation algorithm and returned adjusted probabilities of upward or downward movement. I trained the model through 10 epochs, which means I performed the training operation using the entire training set 10 times. After each time, I saved the model from that pass.

4.3. Results

All architectures have been trained only through 10 epochs, as further learning suffered from a significant overfitting (i.e. remembering the results rather than learning patterns). The best model was able to indicate the correct direction of price change on 54.9% of instances. However, this is not the whole story. Some predictions are more “certain” than others. Recall that the network predicts up when the probability of up is bigger than 50%. Now, that is true for both scenarios where the probability is 50.01% as well as 60%.

I wanted to see, if the accuracy would increase if we took only relatively “certain” predictions made by the network. To do so, I plotted the prediction accuracy of each model (y axis) versus the ratio of the most “certain” predictions (x axis). As we can see in Figure 3, the more certain predictions we take, the better results it yields. For instance, the best preforming model “07-0.549” has 54.9% accuracy when evaluated over the entire validation set, however the percentage of correct predictions grows way above 62.5% for the 20% of the most certain indications.

![Figure 3. Models' accuracy versus % of most certain predictions](image)

This shows that decisions made by the network have some underlying logic embedded in historical patterns. Those patterns – however complex they could be – can be extended to predict future outcomes with certain degree of accuracy.
I mentioned at the beginning of this section that I did not want to stop evaluating my model just by looking at the percentage of correct guesses. Therefore, I let the model decide whether to buy or sell Ethereum at these short 3-minute interval over the entire year 2019. I assume no transaction costs, immediate execution of the order and perfect market liquidity (I can buy or sell as much as I want for the market price). The trading activity is as follows:

- Consider the last 45 minutes of BTC and ETH price data
- Feed them through the network and decide whether to buy or sell ETH
- Enter a long/short position based on the network prediction
- After 3 minutes close the position
- Repeat this activity minute-by-minute

Because there is $24 \times 60$ minutes in a day, the model makes 1440 trades a day. Each trade is associated either with a loss or a profit. We can plot the model returns over the trading time.

*Figure 4* shows the daily returns averaged over a sample of 350 trading days. The green line represents the average of all trading days. We can see, that the average daily return from the trading activity using the model predictions is 40.7%. That is in line with theoretical expectations. The standard deviation of ETH return in a 3-minute interval is 0.00275 with expected value of 1. Assuming 55% prediction accuracy, the daily return should be

$$\left(0.00275^{0.55} \times 0.99725^{0.45}\right)^{1440} = 1.4478 \approx 44.8\%$$
5. Conclusion

Although these results might suggest that a model like that is capable of bringing infinite returns, it is important to bear in mind that it has been evaluated only in theoretical framework, where we do not encounter many limitations associated with trading activity, which I excluded from the model. These are:

- Bid/ask spread – our model assumed a single value for which we can buy or sell an infinite amount of the asset at any point in time. The reality is however, that every exchange has a finite number of orders at any given moment. Therefore, we cannot buy or sell more than market participants are willing and able to sell or buy.
- Market capacity – making trades on a relatively small scale won’t impact the market behaviour, however as the capacity of the portfolio increases, it might affect the price by influencing the aggregate market demand/supply.
- Transaction costs – making an order is costly in comparison to the return one can make from a 3-minute investment. That alone is a big obstacle for implementation of such model as it might rarely (or never) be the case that investing on such short timescales brings any returns.

However, what this paper does show, is the fact that short-term cryptocurrency movements can be successfully modelled thanks to the speculative nature of the market. Because the value is largely driven by the hope of making a profit and fear of losses (unlike for example the FOREX market, where currencies reflect socio-economic events), cryptocurrency trading demonstrates some characteristics of a game. Assuming that cryptocurrency trading is an instance of a game theory problem, we can conclude that carefully designed neural network is capable of outsmarting other market participants.
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