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Abstract. This study proposes a visual management tool to communicate progress of construction projects. The method utilizes state-of-the-art kinematic classification algorithms to infer the type of work from on-body inertial measurement units. The work type is combined with location data collected through a local positioning system and is imported to a shared environment in which the 3D model is used as the basis for conveying the information. The tool constructs spatial artifacts representing workspaces to append information to the relevant 3D objects. The spatial artifacts are created through the intersection of wall buffering and a Dirichlet tessellation created from the line segments representing the walls of the 3D model. The proposed framework enables a more simplistic and transparent understanding of the current state. This research further contributes by defining a spatial artifacts workspace which is used to ensure points are appended correctly.

1. Introduction

This paper presents a framework for monitoring construction labor productivity (CLP) in a spatiotemporal manner. The framework utilizes machine learning models to estimate the current and future states of the production system. It furthermore uses location data of workers to append the work to elements in the model. CLP has, over the past decades, fallen behind other industries. Collecting data for measuring productivity and progress on-site is time-consuming and often requires extensive post-processing to estimate its state (Jacobsen et al., 2023a). Furthermore, in the industry, the result is often given in day curves or solely by a single number when looking at productivity. This information is usually only available for the project as a whole. Therefore, the level of detail is inadequate to optimize on-site labor productivity, as limited valuable information can be extracted by a dataset representing the construction project at the highest level. CLP is an important metric when monitoring construction projects, as labor accounts for up to 40% of the total projects’ budgets (Kazaz et al., 2008). CLP and Progress monitoring is a spatiotemporal problem in the sense that information must be collected over time and with spatial granularity. Having a high level of spatial detail gives valuable information about troublesome areas of the construction project and could lead to actionable knowledge regarding the layout or scheduling of the construction project.

Visual management (VM) is a way of presenting information visually that simplifies the communication of data often used in lean construction. Concepts such as “Obeya” (Big room in English) and 5S are well-established VM concepts, which allows for a simple and fast overview of potentially very complex data. The VM tools range from very simple concepts, such as putting posters on the construction site with the sequence of the takt-train to more elaborate concepts such as establishing an Obeya. Managing a construction project, can today suffer under information overload as multiple streams of complex data are given as the basis for decision-
making. The inputs expected to be a foundation for decisions can be messy and in several different modalities. The current VM tools on construction projects are often manually updated and mainly focus on giving insights into the planned project. Therefore, the questions can be asked: (1) how can autonomous monitoring systems improve visual management methods? Furthermore, (2) how can progress be efficiently conveyed through model environments? To answer these questions, several objectives are defined: to (a) create spatial reasoning of when work belongs to an element, (b) create an open-source framework for visualizing work in a 3D environment utilizing kinematic-based algorithms to estimate work, and (c) establish a simple and transparent way of conveying work information.

2. Related works

Monitoring of productivity and progress has been extensively studied. Several paths have been investigated (Jacobsen and Teizer, 2022), from manual data collection (Wandahl et al., 2021) to vision-based autonomous systems (Wang et al., 2021). The data output can be overwhelming for managers on large construction projects, even with autonomous processes. The use of visual inputs such as dashboards when managing construction projects has seen an increased interest both in research and practice (Tezel et al., 2016). This section will introduce the related works to the processes and methods used in this study. Starting with why and how visual representations of data have been used to manage complex systems effectively and, after that, how to connect sensor information to the virtual model through different methods.

Visual management

Conveying the state of a construction project can be difficult, but the information is essential as current progress give critical information needed for managing the project. VM is an essential tool within lean construction (Koskela et al., 2018) and has been shown to lead to an increase in productivity (Lerche et al., 2020). Classical VM tools range from signs and labels on the construction site (Tezel et al., 2011) to dedicated kanban systems in the offices. VM has previously been defined through nine functions (Tezel et al., 2016). Among them are both transparency and simplification, which for a digital tool, are critical aspects for adoption in a construction setting.

Several initiatives have been done to create VM tools, but most focus on tools in which stakeholders are to create the data or information that are put into the VM tools through manual activities (Conte et al., 2022; Lerche et al., 2021; Grönvall et al., 2021; Pedo et al., 2020). Not only do the tools require manual efforts for the analysis or information gathering, but they often also require manual efforts in the visualization parts, through printing cards, for instance (Tezel et al., 2011). As more and more processes give access to data streams, automatically creating visuals based on these is seen as a natural next step in managing construction projects through lean principles.

Model enrichment

A relation to the model needs to be established to infer progress from sensor information. This connection between reality (and its sensor data) and the virtual model has previously been established for vision-based systems (Golparvar-Fard et al., 2009). In the work of Golparvar-Fard et al. (2009), the model is superimposed onto images of the construction project to infer
progress by comparing the as-planned model (4D) to the as-built taken from the 3D representation created through progress photographs. By superimposing the two using geo-registered images, the proposed framework can detect whether or not an element from the as-planned exists in the as-built, thereby inferring progress. However, this method is only viable due to the input-data being images. To infer progress from sensor data, such as from inertial measurement units, work needs to be related to an element in the model in a different way through shared spatial information. Furthermore, the use of vision-based technologies has several limitations, such as occlusions and being difficult to use for indoor activities, as this requires cameras covering every room of a project, potentially leading to hundreds of cameras.

For reasoning based on model geometric information, spatial artifacts have been used in construction for purposes other than progress monitoring. Bhatt et al. (2009) present four spatial categories (object space, operational space, functional space, and range space). Understanding these spatial categories makes it possible to automatically find design issues, for instance, the intersection of an object space and an operational space. Furthermore, Johansen et al. (2023) propose a hazard ontology using spatial artifacts to define fall-hazard spaces (an intersection between a walkable space and a fall space) for safety requirement analysis. This gives valuable information to the area of the spatial artifact, in this example, where the safety requirements are not fulfilled in the model. The idea of using spatial artifacts as a method to reason about the spatial information in the model could be translated to the area of productivity and progress, here defining workspaces rather than hazard spaces.

To summarize, VM systems are mostly physical visualizations on posters or whiteboards. This hinders the accessibility of the information when not in, for instance, the Obeya. Model enrichment can be a tool to improve the VM tools by allowing access through model viewers. This would enable everyone with a smart device to access the information from the VM system.

3. Methodology

This work relies on past work in which a classification model has been developed using inertial measurement units (IMUs) as the input (Jacobsen et al., 2023a). IMUs are kinematic sensors which give angular velocity and acceleration in a 3D space. The overall process is depicted in Figure 1.

The algorithms in this work are set up to be an input to the proposed monitoring system alongside a location module that collects the workers’ location on the construction project as well as the model of the project given in an IFC format. The algorithms are essential to the overall process, as they enable seamless high-frequency data collection. The algorithms developed for the input will not be explained in detail in this work, and the reader is therefore referred to the original implementations by Jacobsen et al. (2023a).
Three inputs are needed for the analysis. The first (classification) is taken directly from the algorithm described in earlier works (Jacobsen et al., 2023a). The algorithm gives an output every 3.5 seconds. The trajectories are for this implementation collected through a local positioning system which is part of the IMUs developed by XSENS and gives location with a frequency of 60Hz. The location data is down-sampled to the frequency of the classification algorithm to be able to pair them 1:1. The IMUs have a limited range, and the positioning system is therefore limited to work in a 30m proximity to the receiver. However, the VM tool developed is not limited to this one type of location sensor, so the limitations of the chosen sensor can be mitigated by using more robust location systems, which have already seen successful implementations in construction research (Teizer et al., 2022; Cheng et al., 2013). However, the data format is locked. This means that if the data is collected through GPS and therefore formatted according to NMEA, a translation of the latitude and longitude is needed. The fourth and final input to the backend framework is the 3D model in an IFC format. For the implementation presented in the following case study, the IFC 4 schema is used.

The frontend has four interactions available. Two of them are used to upload the required data. *Upload model* allows uploading and visualizing the IFC model in the browser-based framework. This process uses a JavaScript library built on top of Three.js named IFC.js. This JavaScript framework is chosen because it is open-source and requires no license. This is an important feature, as it will enable everyone on the construction project to access the information regardless of their affiliation. The model is added to the scene, and the schema is saved in an object for further analysis. *Upload activities* takes a .csv file consisting of a combination of trajectories and classification. This combination is done by synchronizing the two datasets explained earlier. The synchronization is done by down-sampling the trajectory dataset to give a mean value of the 3.5 seconds between the classification points. An investigation could be done...
in which the reverse process was used by up-sampling the classification by appending the same classification to all trajectory points in the 3.5 seconds window. For this study, the first option is chosen, as this will create the least number of points and is, therefore, more simplistic in the visualization. As the intent is a VM tool, simplicity is one of the most critical metrics. This gives a .csv file where every line is a spatial point \((x, y, z)\) where one of three classes (direct work, indirect work, or waste) is appended. When uploading the file, the information is stored for further analysis, and the trajectories can be visualized as spheres color-coded as either red (waste), green (direct work), or blue (indirect work).

**Workspace definition**

A spatial understanding of the workers’ activities must be established to append work to elements in the IFC model. This is done by creating areas of the spatial scene, which are defined as workspaces. When a point from the activities file is within a workspace, the algorithm will append that activity to the wall to which the given workspace belongs. For each wall element in the IFC model, a spatial artifact is created using the model’s geometry. Two parallel geometric processes are done, and the intersections of these are defined as workspaces, at least one for each element in the model. The two approaches and their combination are shown in Figure 2.

![Figure 2: The process of creating the workspaces from a plan view. (a) shows the polygons created using the Dirichlet tessellation, and (b) shows the buffering of the line segments representing walls. Taking the intersection between (a) and (b) for each room gives the workspace, as shown in the bottom left. The intersection will for the rooms presented in this figure lead to four workspaces in each room.](image)

The basis of both processes is a line segment calculated for each IFC element using the location, the direction ratios, and the element length. The Dirichlet tessellation is used for the first of the two processes, as it is an efficient distance-based method. It is used to create subdivisions of surfaces representing areas of influence. The Dirichlet tessellation can be described by a set of points, \(P\), on a Euclidean plane. For each point, \(P_k\), a cell is created consisting of all elements on the plane whose distance to \(P_k\) is less than any other points of \(P\). The Dirichlet tessellation can be seen in Figure 2(a). The reason not to use the Dirichlet tessellation as the workspace definition is
that all points on the plane will be part of a cell. This becomes problematic as trajectories far from any element will also be appended to one of the elements. A logical constraint is that if the trajectory is further away from any element than a threshold distance, no progress can be made on any element, regardless of the classification of that trajectory point. If the points are still classified as direct work, it is likely a misclassification. This means that a logical constraint regarding the distance of the element will be an algorithmic feedback loop to the classification algorithm to find misclassifications and ensure that direct work far from any element is not appended as work. To create this logical constraint, buffering of the line segments representing the IFC walls is done, as seen in Figure 2(b). The buffering is done using the normal vector of the line segment and a threshold distance of 2.5 meters. When the two spaces are computed, the intersection is found through the Sutherland-Hodgman algorithm, which defines the workspace.

**Element work and visualization**

For all workspaces, a connection needs to be established to an element. By using the element IDs from IFC.js, a relationship between workspaces and IFC elements is established by making each workspace a child of a wall element in the IFC file. An IFC element can have more than one workspace as a child, as the interior walls usually have a workspace on both sides. All points from the trajectory located within a workspace are accumulated and appended to the information of the wall. These accumulated metrics are visually displayed by coloring the wall element based on the distribution between direct work, indirect work, and waste. The color scheme for the walls is a simple RGB scheme, where the value for red is directly calculated based on the waste class of the distribution, green is calculated from direct work, and blue from indirect work. The distribution by itself is not always an ideal way to visualize the information, as 1 point in the workspace would mean 100% of one of the three categories. To ensure an understanding of the number of points appended to the wall, the transparency of the coloring is defined by the number of points, where the maximum number of points for any wall will be 0% transparent, and 0 points will be 100% transparent. This configuration keeps the initial visualization simple and ensures a fast overview of the current state. If an area or a specific wall is of interest, the full details can be extracted (number of points appended, average of all classes, and distribution of classes), as they are all stored in the object representing all walls.

4. **Case study**

To showcase the framework, a case study is done using a model of part of the Department of Civil and Architectural Engineering at Aarhus University. The general interface is displayed in Figure 3.
Figure 3: The browser-based frontend of the framework. (a) shows the dropdown menu in which the four interactions are located, (b) is the model visualization canvas, where the IFC model, the trajectories, and the coloring of the walls are displayed, (c) is the wall for which work has been done, hence it is colored as opposed to the other walls, and (d) is a snippet of trajectory points colorized based on their class.

A laboratory experiment setup of painting walls is used for collecting the trajectory and classification dataset, described in more detail in Jacobsen et al. (2022a). The tool is hosted in a Chrome browser and can thus be opened on most devices. This is done as it ensures that the tool lives up to the simplistic function of a VM tool. The requirement of a simplistic function is further met by conveying work class distribution information through a color scheme rather than numbers. To showcase this, six different examples of coloring the same wall are shown in Figure 4.

Figure 4: The color scheme. The first rows is the wall coloring if only one class is appended (from left to right: waste, direct work, indirect work). The second row is an example of class combinations (from left to right: 40% waste and 60% indirect work; 40% waste, 40% direct work, and 20% indirect work; 80% direct work and 20% indirect work). The two rows below the horizontal line are the same representations, but with only 30% of the points of the wall with the most points.
This method of conveying work information makes it easy to quickly see the dominating type of work for the walls and how much work has been appended to the given wall through the opacity. Some colors are still difficult to understand instantly, for example, the second color of the second row in Figure 4. The colors challenging to distinguish from each other are often found when more than two classes are present. This could be further optimized, either by splitting each wall into segments where each of the three color components would be visualized or by changing one of the three classes to be represented by a custom fill on top of the two colors, as colors consisting of two of the three components are easier to comprehend. A closer look at the developed tool can be seen in Figure 5.

![Figure 5: Screenshots from the developed tool using data collected from a laboratory experiment at the Department of Civil and Architectural Engineering, Aarhus University’s building. (a) shows the two trajectories from the experiment colorized by the three classes, and (b) shows the coloring and opacity of the walls with the trajectory filtered out of the view.](image)

**Conclusion and outlook**

This work presents a VM tool using autonomously generated information to convey states of work areas and the type of work in those areas. The framework has been created to ensure construction managers have the best decision-making conditions. It follows the most important functions when conveying data in VM tools and enables simplistic and transparent visualizations of work and the ability to dive deeper into data on element levels. This is done through a combination of color coding and opacity of elements to ensure a quick overview is possible to understand both type and amount of work. The method is shown through a case study of painting of an office building. Where the walls are given information regarding work in its workspace. This information is used to colorize the wall to create a VM tool for progress monitoring. To further assist the managerial tasks on construction projects through VM, several initiatives are
seen as important next steps. Integrating the schedule to infer if the as-built is behind the as-planned would be beneficial for understanding the state, not only by seeing troublesome areas in terms of direct work as the solution is now but also if and how far they are behind schedule. This could be combined with previous works of the authors where methods were created to forecast productivity metrics (Jacobsen et al., 2023b), which is seen as a valuable addition to the solution, as this could give a simplistic overview of what to expect in the future states of the production system. The current method appends all work to walls, but by developing a better reasoning algorithm, it would be possible to append work to floors, slabs, or ceilings. For instance, this could be the space left empty in the middle of all rooms after intersecting the buffering and the Dirichlet tessellation. If the workspace reasoning was improved, this could be combined with information on the type of work the classification and trajectory were collected from, as this information would allow the algorithm to append the information to the correct type of object. Other granularities could then be created to create a hierarchical structure of information, where workspaces both belonged to elements and rooms or sections of the construction project.
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