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Abstract. Since the position and orientation of objects in engineering drawings are indicated by 
symbols, the automated processing of these documents relies on the exact localization and 
classification of the symbols. However, if drawings are stored as pixel-based image files such 
information is not directly available. While the detection of symbols is the main focus of most 
symbol recognition approaches, few of them infer the orientation of the detected symbols, 
additionally. However, they rely on the results of a detection network and feed them to a 
regression network. The problem with these approaches is the need for two specialized networks, 
resulting in error aggregation. As a remedy, state-of-the-art methods for human pose detection 
may be utilized to solve the outlined problem. In this study, different keypoint-based models are 
compared, namely (1) Keypoint R-CNN, (2) YOLOv7-Pose, and (3) a custom two-stage approach 
as a baseline. The keypoint-based networks show improved results on the test data. 

1. Introduction 

Technical drawings are essential in various engineering fields, such as mechanical, electrical, 
and civil engineering, where they serve as a universal language to communicate design 
specifications. These drawings contain various standardized symbols that may represent 
objects and dimensions, or more abstract objects like auxiliary symbols that support the 
drawing’s interpretation. However, if the drawings are stored in a pixel-based format, 
automatically digitizing and processing these drawings can be challenging. In that case, the 
information regarding the type, position, and orientation of the symbols is not directly 
available, which emphasizes the need for automatic symbol detection methods for engineering 
drawings. 

Previous studies, as shown in Section 2, are mostly limited to detecting the symbols, and 
neglect inferring their orientation. To overcome this issue, few studies propose a two-stage 
approach consisting of a detection and a regression stage. However, such processing pipelines 
are cumbersome to train, may lead to error aggregations, and cause problems in downstream 
tasks. Therefore, we show how state-of-the-art human pose detection methods, such as Mask 
R-CNN (He et al. 2017) and YOLO-Pose (Maji et al. 2022), can be leveraged to address the 
symbol pose estimation task. These single-stage methods rely on keypoint-based models that 
can detect and classify symbols, as well as locate the symbols’ keypoints, and thus, infer the 
symbols’ orientation. The contributions of this paper are, first, a proposal for utilizing 
keypoint-based object detection for symbol pose estimation, and second, a comparison of two 
keypoint-based detection models with a two-stage baseline model. 

This paper is structured as follows: Section 2 presents prior works in symbol detection on 
technical drawings. Section 3 describes the methodology of our study, including the data set, 
experimental setup, and evaluation metrics. In Section 4, we present our findings, including a 
detailed analysis of the performance of different keypoint-based detection models and an 
interpretation of the results. The paper concludes with a summary of the results and 
suggestions for further research. 
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2. Related literature 

The automated detection of symbols in engineering drawings and architectural drawings is an 
active research area with many proposed solutions. Most involve some heuristics (Ablameyko 
et al. 2007), and more recent approaches mainly use deep learning methods (Moreno-García 
et al. 2019). 

In the field of engineering, piping and instrumentation diagrams (P&IDs) are commonly used 
to represent complex systems. Elyan et al. (2018) combine various heuristic methods to 
localize symbols in P&IDs. Their approach includes thresholding, blurring, circle Hough 
transform, and text/graphics separation. The identified symbols are then classified with 
Convolutional Neural Networks (CNN), random forests, and support vector machines. In 
Elyan et al. (2020), the same task is addressed with YOLO (Redmon et al. 2016), which 
yields a robust bounding box-based symbol detector for the document type at hand (cf. Figure 
1). While Nurminen et al. (2020) (cf. Figure 1) and Gupta et al. (2022) also use YOLO 
versions for symbol detection in P&IDs, they present approaches for enlarging the training 
data set with synthetically generated images. 

A related research field is the detection of symbols in architectural drawings, which mainly 
represent building components or interior. A prominent public data set in this regard is 
SEYSD (Delalandre et al. 2010) which is used for evaluation in various studies. For instance, 
Rezvanifar et al. (2020) leverage YOLOv2 (Redmon & Farhadi 2017) to detect doors, 
windows, appliances, and furniture in the drawing files (cf. Figure 1). Mishra et al. (2021) 
train a Cascaded Mask R-CNN (Cai & Vasconcelos 2018) for symbol detection in floor plans 
and propose their dataset for the task called Synthetic Floor Plan Images (SFPI). Another 
study published by Ziran et al. (2020) suggests using Faster R-CNN (Ren et al. 2017) for the 
task. 

It is evident that, while object detection in engineering and architectural drawings is a 
research field often addressed, most existing studies suggest the use of bounding box-based 
object detection only. Hence, the symbols of interest are localized on the drawing and 
assigned symbol types, however, the symbols’ orientations remain unrecognized. This is 
where the symbol pose estimation task could benefit from using keypoint-based detection 
methods. 

 

 

   

Figure 1:   Example demonstration of prior symbol detection studies. From left to right: Nurminen et 
al. (2020), Rezvanifar et al. (2020), Elyan et al. (2020). 
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Keypoint-based detection methods are commonly used in the research field of pose 
estimation, which aims to estimate the position and orientation of an object by detecting its 
keypoints. A prominent application is human pose detection, including hand pose detection, 
and facial pose detection (Lui et al. 2022). Other studies have adapted the concept of 
keypoint-based inference to their specific use case. For instance, Zhao et al. (2017) propose a 
keypoint-based classification method for aircraft types, in which a CNN is utilized to detect 
the main landmarks of the aircraft. These landmarks are matched to a set of predefined 
templates to infer the aircraft type. Another application of keypoint-based detection is 
demonstrated by Xu et al. (2020), who use keypoint detection to infer the pose of space 
objects. First, the objects in the image are detected by Faster R-CNN, then cropped from the 
image, and finally, the keypoints are inferred using a custom CNN. 

Building upon the state-of-the-art of engineering symbol detection methods, our study shows 
how keypoint-based detection may be used to address localization and orientation inference of 
engineering symbols with deep learning models. This detection approach may also be 
leveraged to boost performance and streamline the inference process. 

 

 

Figure 2:   Overview of the methodology of this study on pose estimation for engineering symbols. 
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3. Methodology 

The proposed approach is evaluated by comparing the performance of different neural 
network architectures. Therefore, two state-of-the-art architectures are used: Keypoint R-
CNN, a specialization of Mask R-CNN, and YOLO-Pose, based on YOLOv7 (Wang et al. 
2022). The performances of these architectures are compared to a baseline model consisting 
of the object detection network Faster R-CNN and a custom regression model. The networks 
are trained on a set of synthetically generated training images and tested on a set of real-world 
drawings. Figure 2 summarizes the methodology of this paper. 

3.1 Data set 

A symbol usually comprises two components: first, a marker, which indicates the position and 
orientation of the symbol, and second, the accompanying text, which contains additional 
information such as dimensions or references. To accurately assess a symbol, the marker and 
the text component must be reliably recognized and linked to each other. Therefore, to 
establish the connection between the two components, the whole extent of the symbol must be 
recognized. 

Using the example of a section symbol, Figure 3 (left) shows a bounding box-based 
representation of a symbol, including its marker, text, and extent. Now, to infer the exact 
position of the marker, in addition to recognizing its bounding box, the position of its 
keypoints must be determined. However, this requires additional annotation effort, an 
extension of the inference pipeline, and, moreover, may lead to error aggregation. Therefore, 
in this study, we propose transforming the bounding box-based symbol detection problem to a 
keypoint-based pose estimation task. 

Keypoints mark salient points of objects, such as corners, edges, or other distinctive features. 
This can be seen in Figure 3 (right), where the most descriptive points are annotated and 
enumerated. The keypoints (1) and (2) denote the position of the marker axis. Points (3), (4), 
and (5) determine the position of the triangle, indicating the symbol’s direction. Lastly, point 
(6) lies in the center of the reference character. It is noted that this idea may be extended to 
other types of symbols. With these keypoints, the position and orientation of the symbol 
marker are immediately inferred, while simultaneously determining the text position. Since all 
points belong to the same object instance, the connection is also explicitly provided.  

 

 

Figure 3: Difference between bounding box-based (left) annotation and keypoint-based (middle) 
annotation. For the example of the section symbol, six keypoints are annotated.  
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Therefore, in this study, state-of-the-art neural networks are trained for keypoint detection. To 
overcome data scarcity and avoid time-consuming manual annotation, we follow the approach 
proposed by Vilgertshofer et al. (2019) and generate the training images synthetically. 
Following a copy-and-paste strategy, a symbol template is pasted onto a randomly cropped 
region from real drawings. For testing, a set of 53 real drawings is used, that are annotated 
manually.  

 

3.2 Model architectures 

Three different deep learning models are compared for detecting the symbols and the 
respective keypoints, namely Keypoint R-CNN, YOLOv7-Pose and a two-stage model, 
consisting of Faster R-CNN and a custom regression model. In this section, the inner 
architectures of the models are briefly explained (cf. Figure 4). 

Since Keypoint R-CNN is based on Mask R-CNN, it consists of a convolutional backbone for 
feature extraction. The feature maps extracted by the backbone are passed through a region 
proposal network to identify areas in the image that contain an object. The identified regions 
are then aligned with the feature maps via the Region Of Interest (ROI) alignment layer. The 
output of this process is subsequently processed by two distinct branches: the mask branch 
predicts the object masks, while the box branch outputs the bounding boxes and the object 
classes. To facilitate keypoint detection, He et al. (2017) modify the mask branch to output an 
individual mask per keypoint.  

 

 

Figure 4:   Simplified schematics of the used deep learning architectures. 
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In comparison, YOLOv7-Pose is based on YOLO-Pose, which itself is an extension of 
YOLOv51. The YOLOv7 model extracts the feature maps through a backbone. Features from 
different layers are fed into a stacked set of convolutional blocks. The idea is to consider 
features from different scales. Therefore, YOLOv7 comprises four independent prediction 
heads that output the object bounding boxes as well as object classes. The detection heads of 
the underlying YOLO architecture are modified for the YOLO-Pose architecture. In addition 
to the bounding boxes and object classes, the model predicts each keypoint’s position and 
visibility. 

Lastly, the custom baseline model is a combination of two models. First, Faster R-CNN is 
employed for object detection and classification. The predicted bounding boxes are used as 
input for a custom regression model. Therefore, the image is cropped to the region of interest 
that extends the bounding box by a margin of 50 pixels. The regression network consists of 
six convolutional blocks, each containing two convolutional layers and a max pooling layer. 
The output of the last convolutional block is fed through two dense layers that output the 
coordinates of the keypoints. 

 

4. Experimental results 

To assess the performance of the different models a set of 53 real-world infrastructure 
drawings is used for testing. The drawings are labeled manually and then cropped into tiles 
with the required image size to be compatible with the neural networks. The test data set 
consists of a total of 411 tiles. For training, 5,000 images are synthesized by the copy-and-
paste technique. To further increase the diversity of the training data, several data 
augmentation techniques, e.g., flipping, mosaic, and scaling are applied.  

Keypoint R-CNN and YOLOv7-Pose are trained end to end on the synthetically generated 
images. Regarding the two-stage approach, Faster R-CNN is trained for the object detection 
task, while the custom regression network is trained for the pose estimation task 
independently. Training is stopped when a model reaches its minimum validation error: Faster 
R-CNN is trained for 30 epochs, Keypoint R-CNN for 15 epochs, YOLOv7-Pose for 300 
epochs, and the regression network is trained for 50 epochs. 

The performance of the models is evaluated following the COCO guidelines2 (Lin et al. 
2014). A prediction is assigned to the ground truth object when the Intersection over Union 
(IoU) of the respective bounding boxes exceeds a certain threshold. However, for the 
evaluation of the keypoint-based approaches, relying solely on the bounding box is not 
feasible since the location of the keypoints is not taken into account. To overcome this, the 
Object Keypoint Similarity (OKS) metric is used for keypoint-based approaches. The OKS 
for a symbol with N keypoints is defined by   
 

,                                              (1) 
 

where the difference between the predicted and the ground truth keypoints is given by the 
Euclidean distance d. Since small deviations in the position of the keypoints in large objects 
are insignificant, the variable s takes the size of the object into account. Although keypoints 

 
1 https://github.com/ultralytics/yolov5 (Accessed: 30 May 2023) 
2 https://cocodataset.org (Accessed: 30 May 2023) 
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are generally defined at salient points of an object, the exact position of the keypoint can 
sometimes be ambiguous. This is illustrated in Figure 3 (right), where keypoint (6) is placed 
at the center of the reference. Due to the uncertainty about the exact position of the midpoint, 
keypoint (6) tends to scatter. This problem can have a negative impact on the objectiveness of 
the OKS metric. Therefore, each keypoint is assigned a constant value k, which reduces the 
impact of variance for the respective point position. In this study, k is assigned a higher value 
of 0.1 for keypoint (6) and a lower value of 0.025 for points (1) to (5). These values are 
chosen based on the idea of using small values for keypoints with low scatter and are not 
empirically determined. 

To ensure the fairness of the comparison, all models are evaluated on the object detection task 
as well as the symbol pose estimation task. Note that the keypoint-based models solve both 
tasks in a single inference call, whereas the baseline model utilizes two separate networks. 
The results are shown in Table 1 (left), respectively. Exemplary pose estimation results are 
displayed in Figure 5. 

 

 

Figure 5: Test results of symbol and keypoint detection, resulting in pose estimations. The columns 
correspond to Keypoint R-CNN (left), YOLOv7Pose (middle), and the baseline model (right). 
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Table 1: Object detection performance scores (left) and keypoint detection performance scores (right) 
achieved by the models on the real-world bridge construction drawings. Scores are given in mean 
Average Precision (mAP). Details about the score computations are given in (Padilla et al. 2022). 

 𝒎𝑨𝑷𝟎.𝟓𝟎
𝑰𝒐𝑼  𝒎𝑨𝑷𝟎.𝟕𝟓

𝑰𝒐𝑼  𝒎𝑨𝑷𝟎.𝟓𝟎:𝟎.𝟗𝟓
𝑰𝒐𝑼  𝒎𝑨𝑷𝟎.𝟓𝟎

𝑶𝑲𝑺
 𝒎𝑨𝑷𝟎.𝟕𝟓

𝑶𝑲𝑺
 𝒎𝑨𝑷𝟎.𝟓𝟎:𝟎.𝟗𝟓

𝑶𝑲𝑺  

CustomNetwork 43.5% 28.0% 24.5% 0.3% 0.0% 0.0% 

YOLOv7Pose 65.6% 12.3% 28.9% 68.0% 49.8% 43.8% 

Keypoint R-CNN 75.2% 23.6% 32.4% 81.6% 56.5% 51.8% 

 

5. Discussion  

As can be observed in Table 1 (left), the keypoint-based models outperform the object 
detection model regarding the bounding box predictions. This is in accordance with the results 
noted by He et al. (2017). The better performance might be due to the multi-task loss, where 
the model is forced to learn more meaningful features during training, to improve for both the 
object detection task as well as the keypoint detection. In terms of  
𝑚𝐴𝑃 . : .  Keypoint R-CNN (32.4%) performs best, followed by YOLOv7-Pose (28.9%). 

Regarding the pose estimation performance, Table 1 (right) shows that Keypoint R-CNN 
outperforms the other two models by a large margin. Notably, the custom network performs 
poorly. This has two main reasons: On the one hand, the inaccuracies induced by the Faster 
R-CNN model lead to error aggregation. On the other hand, the evaluation in terms of the 
OKS metric disregards all predictions that fall below the threshold. As can be seen in Figure 5 
(right), the custom network is able to detect the keypoints, but not as precisely as the other 
two models. In particular, despite a somewhat decent performance, the custom model does not 
make any predictions with OKS higher than 0.5. However, a prediction rated with an OKS 
score below 0.5 might still be considered appropriate for a given task (cf. Figure 6). Since the 
choices of the OKS threshold and the k values are somewhat arbitrary, the specific numbers 
require careful interpretation. Nonetheless, this does not change the fact that the Keypoint R-
CNN and YOLOv7-based models are far superior to the baseline model. 

 

 

Figure 6: Keypoint prediction with an OKS of 0.45 (left), 0.75 (middle), and 0.95 (right).  
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6. Conclusion 

In conclusion, this paper demonstrates the efficacy of keypoint-based object detection models, 
such as Keypoint R-CNN and YOLOv7-Pose, for symbol pose estimation in technical 
drawings. The study compares these models with a two-stage baseline approach. The results 
indicate that the keypoint-based models outperform the baseline approach in terms of both 
keypoint detection accuracy and bounding box detection accuracy. In addition, the keypoint 
detection also allows for the automatic linkage of symbol marker and reference, while 
determining the exact position of the symbol. This improves upon other object detection-
based approaches, such as Faltin et al. (2022), which require detecting three objects per 
instance and the rule-based linkage. However, the proposed method and its results are limited 
to one drawing style and may not generalize to other domains or drawing collections. 
Therefore, further research is needed to explore the performance of the models on different 
symbols and drawing styles. 
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