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Line intensities for carbon dioxide are measured with a novel spectroscopic approach, assisted by an optical frequency comb synthesizer for frequency calibration purposes. The main feature of the spectrometer consists in the exploitation of optical feedback from a V-shaped high-finesse optical resonator to effectively narrow a distributed feedback diode laser at the wavelength of 2 µm. Laser-gas interaction takes place inside an isothermal cell, which is placed on the transmission from the cavity. High quality, self-calibrated, absorption spectra are observed in pure CO$_2$ samples at different gas pressures, in coincidence with three lines of the R-branch of the $v_1 + 2v_2 + v_3$ band. Line intensities are determined using a global fitting approach in which a manifold of spectra are simultaneously analyzed across the range of pressures between 5 and 100 Torr, sharing a restricted number of unknown parameters. Various sources of uncertainty have been identified and carefully quantified, thus leading to an overall uncertainty ranging between 0.17% and 0.23%. The measured values are in a very good agreement with recent $ab$ initio predictions. Published by AIP Publishing.
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I. INTRODUCTION

The concentration of atmospheric carbon dioxide is a source of concern worldwide because of its role in the climate change. From arctic ice core samples, it is estimated that its concentration remained nearly stable for thousands of years until the industrial revolution. More precisely, carbon dioxide levels have increased from 280 parts per million (ppm) to 1850 to 400 ppm today. It is well known that atmospheric CO$_2$ acts as an effective greenhouse forcing agent, and, consequently, its growing concentration is expected to contribute to the global warming of the Earth’s environment. The current knowledge about temporal and spatial variability of atmospheric CO$_2$ is mostly based on $in situ$ measurements from networks of surface stations.$^1$ Nevertheless, sources and sinks of CO$_2$ can be only quantified with large uncertainties because of the sparseness of these stations.$^1$ Satellite sensors, instead, are well-suited to provide dense and uniform observations on a global scale.$^{2,3}$ There are currently several satellite-based missions dedicated to atmospheric CO$_2$ concentration measurements. Among them, the NASA OCO-2 mission (OCO standing for Orbiting Carbon Observatory) has been designed to provide column-averaged CO$_2$ densities with a target precision in the range 0.3%–0.5%.$^4$ The accuracy of the satellite data can be of the same level, provided that high-quality spectroscopic parameters are available for the CO$_2$ vibrational bands of interest. In particular, line intensity factors with an accuracy better than 0.5% are urgently needed for the aims of the OCO-2 and other remote-sensing missions. This is the reason why significant efforts have been recently devoted to the issue of highly accurate line-strength determinations in the near-infrared spectrum of carbon dioxide, both theoretically and experimentally.

As widely experienced in many laboratories worldwide, measuring line intensities is not an easy task. Typical uncertainties for extensive measurements based on FTIR spectroscopy or cavity ring-down spectroscopy range from 1% to 10%.$^{5,6}$ For accuracy better than 1%, sophisticated lased-based spectrometers have been developed and used to measure CO$_2$ line intensities. These studies, however, have been limited to a small number of CO$_2$ vibration-rotation transitions.$^{7-9}$ On the theory side, there have been a number of attempts in the last three decades, but only recently an accurate theoretical solution to the problem of CO$_2$ line intensities has been provided, using quantum mechanical calculations. The nuclear motion problem was solved with a semi-empirical potential energy surface (PES), which provided with energy levels and rotational-vibrational wavefunctions which in turn were used to calculate transition intensities. The dipole moment surface (DMS), which largely determines the accuracy of calculated transition intensities, was calculated with $ab$ initio electronic structure methods, discussed elsewhere.$^{10,11}$ Error analysis of the calculated transition intensities based on purely theoretical considerations indicated the majority of strong bands have uncertainties smaller than 1%. Indeed, a first experimental validation of these calculations was performed by using frequency-stabilized cavity ring-down spectroscopy at 1.6 µm.$^{10}$ The intensity of 27 vibration-rotation transitions of the P- and R-branch of the (30013)-(00001) vibrational band was measured, and an agreement at the 0.3% level was found with the calculated values.$^{10}$
A puzzling situation arises when comparing ab initio calculations with high-quality data available for the CO$_2$ (20012)-(00001) vibrational band at 2 µm. The average agreement with the intensities measured by Casa et al. is at the level of 1%, for nine vibration-rotation transitions of the R-branch. This is not satisfactory considering that the estimated 1-$\sigma$ uncertainty ranged from 0.1% to 0.2% for those measurements. On the other hand, the calculated value for the R(12) line is in agreement within 0.2% with the measurement performed by Wuebbeler et al. Stimulated by this controversy, we decided to perform a new experiment to re-measure the intensities of a few components of the R-branch in the 2 µm region.

In this paper, we report on a new experimental method allowing for highly accurate determinations of line-intensity factors. Laser absorption spectroscopy is performed in an isothermal cell by using a distributed feedback diode laser, whose emission width is effectively narrowed by exploiting the optical feedback from a V-shaped high-finesse optical cavity. Since the spectroscopic experiment is performed by using the light transmitted from the resonator, the spectral resolution is limited by the free spectral range (FSR) of the cavity. This latter was accurately measured by using a self-referenced optical frequency comb synthesizer. The main advantage of the method relies in the fact that the molecular line of interest is probed by a narrow laser. This makes it possible to neglect the influence of the laser emission profile on the observed line shape. Furthermore, self-calibrated spectra are obtained, the frequency separation between two adjacent points being exactly equal to the cavity FSR. On the other hand, the limitation arising from the relatively small number of points of the acquired spectra is mitigated by a global fitting approach. In fact, in contrast to previous works, in which individual fits were performed, a global analysis has been implemented and applied to fit a manifold of experimental profiles simultaneously across a given range of pressures, sharing a restricted number of unknown parameters. The partially correlated quadratic speed-dependent hard collision model (the so-called Hartmann-Tran profile or HT profile) has been used in the spectral analysis procedure. This model is widely judged to be sophisticated enough to capture various collisional perturbations to the isolated line shape.

II. EXPERIMENTAL DETAILS

The experimental setup, which is schematically shown in Fig. 1, is based on a distributed feedback (DFB) diode laser emitting at 2-µm wavelength, effectively narrowed by exploiting the optical feedback from a V-shaped high finesse optical resonator, similarly to what is usually done in the well known OF-CEAS (Optical-Feedback Cavity-Enhanced Absorption Spectroscopy) technique. The laser light transmitted by the optical cavity is injected into an isothermal gas cell. Finally, a comb-assisted frequency calibration unit is used to determine the free-spectral range of the resonator, thus providing highly accurate calibration of the absorption spectra.

A. The optical resonator

The DFB diode laser, with an emission wavelength centered at 2.007 µm at room temperature, is coupled to an optical cavity with a finesse of about 20 000. This latter is mounted in a V-shaped configuration by using three identical plano-concave wedged high-reflectivity mirrors (having a 1-m radius of curvature and a nominal reflectivity of 99.98% and made on 4-mm thick fused silica substrates) separated by a 52.4-cm long stainless steel spacer (UNS S30400, showing a mean linear thermal expansion coefficient of about 15.4 $\times$ 10$^{-6}$ K$^{-1}$ in the temperature range 20-30 °C). The ring-down time of the cavity was measured to be about 20 µs. The mirrors are fixed to the spacer using adjustable mirror mounts equipped with Viton O-rings (1-mm of thickness) to ensure ultra-high vacuum conditions inside the cavity. The laser light was injected into the cavity through a pair of mirrors. The cavity provides selective optical feedback to the DFB laser from the intracavity field when the laser frequency coincides with that of one of the cavity modes. Optical feedback (OF) guarantees a strong reduction in the laser linewidth. Indeed, although in free running conditions the laser is about 2 MHz wide, the action of the OF results in a narrowing of the linewidth to the level of the cavity mode width, namely, about 10 kHz. Important parameters for an effective and efficient OF-locking are represented by the feedback rate and the distance between the laser and the optical cavity, which in turn determines the phase of the light coming back to the laser. The feedback rate is regulated by a proper combination of a half-wave plate and
a polarizer. As was shown in Ref. 16, laser-to-cavity distance should be about the length of V-cavity arm. Such a distance can be continuously adjusted and optimized (in a real time) by a mirror mounted on a piezoelectric actuator, actively controlled by an electronic feedback circuit. The cavity output is monitored by an extended-wavelength InGaAs photodetector, whose detection bandwidth amounts to about 1.5 MHz. When scanning the laser frequency (at a properly adjusted rate, namely 4 Hz), the symmetry of each cavity mode is finely quantified so as to produce an error signal that actively controls the distance by piezo-adjustments.

During each laser frequency scan, transient locking of the laser occurs on successive cavity modes. The laser frequency is continuously tuned by acting on its driving current. For a single 14-GHz wide frequency scan, laser passes through roughly 100 cavity modes. As a consequence, the cavity transmission provides a stable and equally spaced comb-like structure in which the frequency distance between two consecutive teeth is determined by the cavity FSR. Finally, the comb is sent to the isothermal cell where the interaction between the frequency-stabilized laser light and the CO_2 gaseous sample can be monitored by another photodetector, identical to the one monitoring the cavity transmission.

The signals provided by the two FPDs, namely the one coming from the high finesse cavity and that emerging from the absorption cell, are simultaneously acquired using a two channels acquisition board (Gage, model CSE1622) having a sample rate of 10^6 Samples/s and a vertical resolution of 16 bit. For each of the two channels, more than 200,000 points can be recorded. A LABVIEW code allows us to control the acquisition card, retrieve the maximum value for each of the cavity resonance recorded by the two detectors and calculate their ratio. The final result is a CO_2 absorption spectrum that consists of about 100 points equally separated by the FSR of the cavity. Examples of acquired signals and retrieved absorption spectrum are shown in Fig. 2. Each spectral acquisition takes less than 1 s. In such a small time interval, any drift of the cavity modes is completely negligible.

**B. The isothermal cell**

The absorption cell is mounted inside a stainless steel vacuum chamber, which is equipped with a temperature stabilization system as described in details in Ref. 8. Briefly, the cell temperature is measured by a Pt-100 precision platinum resistance (calibrated by the Italian Metrological Institute, INRIM) and kept constant within 0.05 K by means of four Peltier elements driven by a proportional integral derivative controller. This system keeps the gas temperature constant at 296.00 K, with a relative stability better than 0.01% over 5 min and of about 0.02% over a whole measurement run (approximately 8 h). The gas pressure is measured using a 100-Torr full scale capacitance manometer (MKS Baratron, model 690A12TRA) having an accuracy of 0.05% of the reading. A turbomolecular pump is used to periodically evacuate the isothermal cell and create high-purity conditions. A CO_2 gaseous sample with a quoted purity of 99.999% is used in the experiment. An accurate value for the absorption path-length is required for line intensity determinations. Thus, an additional setup for the path-length measurement was implemented and employed, following the approach described in Refs. 8 and 17. Very briefly, the integrated absorbance of CO_2 gas resulting from the absorption cell, A_C, was compared with the one coming from a reference 1-m long cell, A_R. To this purpose, absorption spectra were simultaneously recorded in both cells, when filled with CO_2 gas samples at the same thermodynamic conditions. Each pair of spectra (from reference and isothermal cells) were analyzed using a speed-dependent Voigt profile for the line shape model, so as to retrieve the two values for the integrated absorbance, in coincidence with a given CO_2 line. This procedure was repeated for ten different values of the gas pressure. A linear fit of the integrated absorbance A_C versus A_R gives ratio of the cell length to the reference cell length.

![FIG. 2. Transmission signal from the V-shaped cavity (upper plot). The raw spectrum, reported in the middle graph, is given by the transmission signal from the absorption cell, at a wavenumber of about 4983 cm\(^{-1}\). The CO_2 absorption spectrum (lower plot) is retrieved from the logarithm of the peak-by-peak ratio of the two transmission spectra.](image-url)
Taking into account the value of the reference cell length, as measured by means of a Michelson interferometer, it was possible to retrieve the absorption path-length for the isothermal cell, namely, \( L = 10.899(6) \) cm.

C. The frequency calibration unit

In order to produce an accurate frequency scale underneath the absorption spectra, a low-uncertainty measurement of the cavity FSR splitting frequency is necessary. Such a requirement was satisfied by using a self-referenced optical frequency comb synthesizer (OFCS, from MENLO, FC1500-250-ULN), based on an erbium-doped fiber laser. The repetition rate \( f_{\text{rep}} \) and the carrier-envelope offset frequency \( f_{\text{ceo}} \) were stabilized against the frequency of a Rb-clock. The frequency comb provided a supercontinuum in the wavelength range between 1 and 2.1 \( \mu \)m. As it is well known, the absolute frequency of each comb line is given by \( f_n = f_{\text{ceo}} + n \times f_{\text{rep}} \), \( n \) being the order of the comb tooth. A second DFB diode laser, identical to the one used for the spectroscopic experiment, was locked to the nearest tooth of the frequency comb by means of proper frequency locking electronics, with an offset frequency of 20 MHz. As a consequence, the frequency of the locked laser, \( f_{\text{DL}} \), is equal to \( f_{\text{DL}} = f_n \pm f_{\text{beat}} \), \( f_{\text{beat}} \) being the frequency offset. It is worth noting that, as widely explained hereafter, the sign of this offset does not enter into the FSR determination. The frequency lock was implemented as follows: A portion of the diode laser beam was perfectly overlapped with the OFCS supercontinuum radiation using three half-wave plates (with a working wavelength of 2 \( \mu \)m) and a pair of polarizing-cube beam splitters, as illustrated in Fig. 3. The first two half-wave plates, mounted on the two arms before the first cube, were used to maximize optical transmission and reflection, respectively. The third half-wave plates and the second cube adjust the polarization of the two overlapped beams. Hence, a grating is used for optical dispersion and selection of the 2-\( \mu \)m radiation, this latter being focused on a fast fiber-coupled photodetector (Thorlabs FPD510) to produce a beat-note signal, which is filtered, amplified, and sent to a servo locking electronics (LLE-SYNCHRO Locking Electronics Unit from MENLO). The correction signal from the servo is sent to the laser current driver to actively control the laser emission frequency acting on the current of the laser.

Therefore, highly accurate and reproducible frequency scans of the diode laser frequency could be performed by tuning the comb repetition rate.

The comb-referenced diode laser was coupled to the V-shaped cavity (by using a flipping mirror) and transmission peaks were recorded when tuning the \( f_{\text{rep}} \). Hence, the analysis of these spectra (by means of the Airy function) yields the FSR splitting frequency. In Fig. 4, we report the outcomes of 15 sets of measurements, each set consisting of 10 repeated spectra. The weighted mean of these values gives a splitting frequency of 138.44 (3) MHz. This FSR value is in full agreement with the one retrieved from the length of the cavity.

III. SPECTRAL ANALYSIS

Absorption spectra corresponding to R(2), R(4), and R(6) components of the (20012)-(00001) combination band of carbon dioxide were recorded at room temperature (\( T = 296 \) K) at different gas pressures, in the range of 5-100 Torr. As it is well known, light absorption is ruled by the Lambert-Beer law, namely,

\[
\frac{I(\tilde{\nu})}{I_0} = \exp[-S(T)g(\tilde{\nu} - \tilde{\nu}_0)NL],
\]

where \( I_0 \) and \( I(\tilde{\nu}) \) are the incident and transmitted power, respectively, \( N \) is the molecular number density (in...
molecules/cm³), \( L \) is the absorption path-length (in cm), \( S(T) \) is the linestrength (in cm/molecule) at a given temperature, \( T \), and \( g(\tilde{\nu} - \nu_0) \) is the normalized line shape function (in cm). For a given absorption spectrum, in coincidence with a given vibration-rotation transition, the integrated absorbance is defined by the following integral:

\[
A = - \int \ln \left[ \frac{I(\tilde{\nu})}{I_0} \right] d\tilde{\nu} = S(T)NL.
\]

Therefore, a nonlinear least-squares fit of an experimental profile to a given line shape model allows one to retrieve the integrated absorbance as well as other parameters, including the line center frequency and the pressure width.

High-quality determinations of the spectroscopic parameters require a highly accurate and linear frequency scale underneath the acquired spectra and a very refined line shape model accounting for all the broadening and narrowing mechanisms that may affect the absorption profiles. In this work, the use of a comb-calibrated cavity-assisted diode laser absorption spectroscopic technique allowed us to effectively satisfy the first requirement. On the other hand, we adopted the HT profile, that is, a partially correlated quadratic speed-dependent hard-collision profile. It is worth noting that this model, while accounting for the Dicke narrowing effect, the speed dependence is the advantage of the global analysis is the significant residual variation of the laser power, while the superscript \( i \) parameter, for each line probing, a global analysis procedure was applied to the experimental spectra, which were recorded at 20 different gas pressures. As demonstrated elsewhere the advantage of the global analysis is the significant reduction of correlation issues among free parameters. In fact, in this approach, some parameters can be shared among all the spectra, thus providing physical constraints. This is the case of the self-broadening coefficient, \( C_0 \), the \( \gamma_2 \) parameter, the Doppler width, \( \Gamma_D \), and the \( \eta \) parameter, for each line of any spectrum. The integrated absorbance and the central frequency of the probed line, as well as the baseline parameters, were retained as free parameters in the individual spectra. The effective frequency of velocity changing collisions was fixed for all the lines at the value coming from diffusion theory, \( \nu_{VC} = \frac{8kT}{\pi MD} \), which is equal to 0.028 cm⁻¹/atm (namely, 1.09 MHz/Torr), \( D \) being the mass diffusion coefficient. As for the parameters of the interfering lines, the frequency detuning from the center of the main line was fixed at the value provided by the HITRAN database, while the integrated absorbance was scaled in comparison to that of the probed line according to the intensity ratio reported in Ref. 11.

In these expressions, the quantities \( X, Y, Z_+, \) and \( Z_- \) are given by

\[
Z_\pm = \sqrt{X + Y} \pm \sqrt{Y},
\]

\[
X = \frac{i(\nu_0 - \nu) + C_0}{C_2},
\]

\[
Y = \frac{\nu_0\nu_{d0}}{2cC_2},
\]

where \( c \) is the vacuum speed of light and

\[
C_0 = (1 - \eta)(\Gamma_0 - \frac{3\Gamma_0\gamma_2}{2}) + \nu_{VC},
\]

\[
C_2 = (1 - \eta)\Gamma_0\gamma_2,
\]

\[
\nu_{d0} = \sqrt{\frac{2kT}{M}}.
\]

In this latter equation, \( \nu_{d0} \) represents the most probable speed of the molecules of mass \( M \) at temperature \( T \), while \( k \) is the Boltzmann constant. As suggested by Rohart et al., the dependence of the relaxation rates on molecular speed, \( \nu_{d0} \), can be defined by the quadratic function,

\[
\Gamma(\nu_{d0}) = \Gamma_0 \left( 1 + \gamma_2 \left( \frac{\nu_{d0}^2}{\nu_0} - \frac{3}{2} \right) \right).
\]

All spectra were fitted to the following function:

\[
P(\tilde{\nu}) = (P_0 + P_1\tilde{\nu}) + \sum_{i=1}^{n} A'_i g'_i(\tilde{\nu} - \nu_0),
\]

where \( P_0 \) and \( P_1 \) are two parameters accounting for a possible residual variation of the laser power, while the superscript \( i \) (varying from 1 to \( n \)) indicates the various lines that are considered, including the probed line and the interfering ones. For the aims of the present work, \( n = 3 \).

Table I reports spectroscopic data related to the probed and interfering lines. These data are relevant for the spectral analysis.
TABLE I. CO$_2$ lines investigated along with their central frequency and their frequency detuning, $\Delta \nu$, from a pair of interfering transitions. The intensity ratios ($I_1/I_p$ and $I_2/I_p$) of the interfering lines with respect to the probed one are also reported.

<table>
<thead>
<tr>
<th>Probed line</th>
<th>$\nu_0$ (cm$^{-1}$)</th>
<th>Interfering line</th>
<th>$\Delta \nu_1$ (MHz)</th>
<th>$I_1/I_p$ ($\times 10^3$)</th>
<th>Interfering line</th>
<th>$\Delta \nu_2$ (MHz)</th>
<th>$I_2/I_p$ ($\times 10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(6)</td>
<td>4983.001 149</td>
<td>(21112)-(01101)</td>
<td>1600.5019</td>
<td>44.30</td>
<td>(21112-01101)</td>
<td>-5744.2335</td>
<td>42</td>
</tr>
<tr>
<td>R(24)</td>
<td>R(25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(4)</td>
<td>4981.626 214</td>
<td>(21112-01101)</td>
<td>527.3949</td>
<td>65.45</td>
<td>(21112-01101)</td>
<td>-3136.6086</td>
<td>11.2</td>
</tr>
<tr>
<td>P(12), $^{13}$C$^{16}$O$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(22)</td>
<td>R(20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2)</td>
<td>4980.131 728</td>
<td>(30012-10001)</td>
<td>774.5138</td>
<td>4.32</td>
<td>(21112-01101)</td>
<td>-6924.8160</td>
<td>114.24</td>
</tr>
<tr>
<td>R(30)</td>
<td>R(20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

The global fitting procedure was used to fit simultaneously twenty spectra, recorded as a function of the CO$_2$ gas pressure. Since 100 repeated spectral acquisitions were performed for each pressure value, the fitting procedure could be applied repeatedly, allowing for analysis of all recorded spectra. Examples of line fitting for a pair of spectral acquisitions at different pressures, for the R(4) line, are reported in Fig. 5. Very good agreement between the experimental data and the theoretical model was found, in these two examples as well as for all recorded spectra. The root-mean-square value of the residuals amounts to about $2 \times 10^3$, limited by the experimental noise. No clear structures could be evidenced in the residuals, at any pressure. This demonstrates the capability of the HT profile for modeling the absorption spectra over the entire pressure range. It is worth noting that no asymmetry in the recorded profiles could be evidenced; this is the reason why the speed-dependence of pressure shifting was neglected.

Figure 6 plots an example set of retrieved values of the integrated absorbance (resulting from the application of the global fitting approach) as a function of the molecular number density, for the R(2) line. In calculating the number densities, we took into account the gas pressure, temperature, and purity, as well as the isotopic composition of the sample gas. This latter could be determined by means of isotope ratio mass spectrometry, when applied to a sample taken from the bottle in use. Each point results from the statistical analysis of 100 values, yielding the mean value and the standard deviation. The experimental points were fitted to a straight line by using a weighted total least-squares linear regression, in order to consider the uncertainties on both the absorbance and the number density. A good agreement is found between the experimental points and the best-fit line, the root-mean square (rms) value of the relative residuals being 0.6%. It is relevant to note these determinations were repeated, for each of the investigated lines, in two different days so as to retrieve the linestrength $S$ from a weighted mean of two different and independent set of measurements.

The measured line intensity factors are given in the 2nd column of Table II, along with linestrength values from ab initio calculations (3rd column), values from databases (5th and 6th columns), and values from previous experimental studies (7th and 8th columns). The uncertainties in the second column of Table II include type A and type B uncertainties and correspond to 1-$\sigma$. The fourth column gives the relative deviations between the present measurements and ab initio calculations. The level of agreement is very

![FIG. 5. Examples of absorption spectra for the R(4) line, along with the residuals resulting from the application of the global fitting approach to a set of 20 spectra, across the pressure range between 5 and 100 Torr.](image-url)
spectral analysis for the R(6) line by means of individual fits shape models adopted in past works. quoted uncertainties) are due to the inadequacy of the line expected. We believe that these discrepancies (larger than the expected, the intercept of the best-fit line is well consistent with zero within the experimental uncertainty.

satisfactory, the mean relative deviation being 0.35%. It should be noted that such the deviation increases as J is lowered, probably because of the decreasing signal-to-noise ratio in the recorded spectra. Furthermore, the new experimental values show a relative deviation from those of Ref. 7 of 1.1%, −0.77%, and 1.66%, respectively, for the R(6), R(4), and R(2) lines. Similarly, the relative deviations from the data of Ref. 8 amount to 0.6%, 0.1%, and 1.43%. Therefore, it appears that the data from past experiments are less accurate than expected. We believe that these discrepancies (larger than the quoted uncertainties) are due to the inadequacy of the line shape models adopted in past works. In fact, repeating the spectral analysis for the R(6) line by means of individual fits based on the Nelkin-Ghatak profile, we found a linestrength value of $8.23 (6) \times 10^{-22}$ cm/molecule, which is 1.5% smaller than the present value. The same spectra, when analyzed by using the multispectrum approach with the Nelkin-Ghatak profile, lead to a value of $8.245 (12) \times 10^{-22}$ cm/molecule that is still 1.3% smaller. Another source of deviation can be ascribed to the pressure gauges, which were used at that time. In fact, we have discovered that they are much less accurate than the one used in the present work, much worse than their quoted accuracy of 0.25%. A further remark comes from the comparison with the databases. It turns out that the level of agreement is much better for the GEISA values, rather than the HITRAN 2012 database. In particular, the mean deviation amounts to 0.81% for GEISA and 2.94% for HITRAN 2012. It should be noted that theoretical transition intensities from Ref. 11 are included in the recently released 2016 edition of the HITRAN database. As far as the uncertainty budget is concerned, it is useful to remember that the evaluation of type A uncertainties is based on any valid statistical method for treating data, while type B uncertainties (including systematical deviations) are inferred from scientific judgment or other information concerning the possible values of the quantity. The type A uncertainty could be directly inferred from the weighted mean of values resulting from linear fits similar to that of Fig. 6. As stated above, in the linear best-fit procedure we took into account the uncertainty on the integrated absorbance as well as the one on the molecular number density. In particular, the former results from the statistical analysis of 100 values, as retrieved from the global fitting procedure. The latter comes from the combination of two contributions, of type A and type B, related to the temperature measurement (0.02%) and to the accuracy of the pressure reading (0.054%), respectively. It must be noted that the uncertainty on the gas pressure also includes a 0.02% contribution originating from the measurement of the isotopic composition of the gas sample. Finally, from the weighted linear fits, we quoted an overall type A uncertainty in the range between 0.15% and 0.20%, depending on the investigated absorption line.

Type B contributions can be ascribed to (i) the optical path length, (ii) the detector’s nonlinearity, (iii) the influence of the line-shape model, and (iv) the FSR uncertainty. The overall component associated to the optical path length resulted to be 0.06%, also in this case a combination of a statistical uncertainty (0.055%) and a type B uncertainty (0.019%) associated to the length of the reference cell.

Regarding the detector nonlinearity, we assumed that the performance of extended-wavelength InGaAs photodiodes was similar to standard-type InGaAs detectors, which show linearity within 0.04% (at one standard deviation) over the photocurrent range from $10^{-7}$ to $10^{-4}$ A. In order to quantify its influence on linestrength determinations, we adopted the following procedure: after simulating “nonlinear” absorption spectra, we did the spectral analysis and determined the integrated absorbance, which was compared to the expected one. We found an average relative difference (over the simulated pressure range) of about $6 \times 10^{-4}$. In a very pessimistic view, the simulated nonlinearity was considered in the form of a frequency-dependent second-order polynomial added to the vertical scale of each simulated spectrum so that the relative

TABLE II. Measured line intensities with their global uncertainty in comparison with values from databases, results from recent theoretical calculations, and from past experimental studies. Line intensities values are expressed in $\times 10^{-22}$ cm/molecule and following the HITRAN convention are rescaled to the isotopic $^{12}$CO$_2$ natural abundance, namely 0.9842.

<table>
<thead>
<tr>
<th>Line</th>
<th>Present work</th>
<th>Ab initio calculations$^\dagger$</th>
<th>Relative deviation (%)</th>
<th>HITRAN values$^\ddagger$</th>
<th>GEISA values$^\ddagger$</th>
<th>Values from Ref. 8</th>
<th>Values from Ref. 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(6)</td>
<td>8.355 ± 0.014</td>
<td>8.348</td>
<td>0.08</td>
<td>8.133</td>
<td>8.309</td>
<td>8.305</td>
<td>8.263</td>
</tr>
<tr>
<td>R(4)</td>
<td>6.235 ± 0.012</td>
<td>6.210</td>
<td>0.40</td>
<td>6.049</td>
<td>6.182</td>
<td>6.229</td>
<td>6.187</td>
</tr>
<tr>
<td>R(2)</td>
<td>3.844 ± 0.009</td>
<td>3.822</td>
<td>0.57</td>
<td>3.722</td>
<td>3.805</td>
<td>3.789</td>
<td>3.780</td>
</tr>
</tbody>
</table>

FIG. 6. Plot of the integrated absorbance as a function of the molecular number density. Excellent agreement is found between the line and the experimental points. The slope of the best-fit line provides the quantity $S_L$, from which the line intensity factor can be determined, using the value of the absorption path length of Sec. II B. We draw the reader’s attention to the fact that, as stated above, in the linear best-fit procedure we took into account the uncertainty on the integrated absorbance as well as the one on the molecular number density. In particular, the former results from the statistical analysis of 100 values, as retrieved from the global fitting procedure. The latter comes from the combination of two contributions, of type A and type B, related to the temperature measurement (0.02%) and to the accuracy of the pressure reading (0.054%), respectively. It must be noted that the uncertainty on the gas pressure also includes a 0.02% contribution originating from the measurement of the isotopic composition of the gas sample. Finally, from the weighted linear fits, we quoted an overall type A uncertainty in the range between 0.15% and 0.20%, depending on the investigated absorption line.

Type B contributions can be ascribed to (i) the optical path length, (ii) the detector’s nonlinearity, (iii) the influence of the line-shape model, and (iv) the FSR uncertainty. The overall component associated to the optical path length resulted to be 0.06%, also in this case a combination of a statistical uncertainty (0.055%) and a type B uncertainty (0.019%) associated to the length of the reference cell.

Regarding the detector nonlinearity, we assumed that the performance of extended-wavelength InGaAs photodiodes was similar to standard-type InGaAs detectors, which show linearity within 0.04% (at one standard deviation) over the photocurrent range from $10^{-7}$ to $10^{-4}$ A. In order to quantify its influence on linestrength determinations, we adopted the following procedure: after simulating “nonlinear” absorption spectra, we did the spectral analysis and determined the integrated absorbance, which was compared to the expected one. We found an average relative difference (over the simulated pressure range) of about $6 \times 10^{-4}$. In a very pessimistic view, the simulated nonlinearity was considered in the form of a frequency-dependent second-order polynomial added to the vertical scale of each simulated spectrum so that the relative

TABLE II. Measured line intensities with their global uncertainty in comparison with values from databases, results from recent theoretical calculations, and from past experimental studies. Line intensities values are expressed in $\times 10^{-22}$ cm/molecule and following the HITRAN convention are rescaled to the isotopic $^{12}$CO$_2$ natural abundance, namely 0.9842.

<table>
<thead>
<tr>
<th>Line</th>
<th>Present work</th>
<th>Ab initio calculations$^\dagger$</th>
<th>Relative deviation (%)</th>
<th>HITRAN values$^\ddagger$</th>
<th>GEISA values$^\ddagger$</th>
<th>Values from Ref. 8</th>
<th>Values from Ref. 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(6)</td>
<td>8.355 ± 0.014</td>
<td>8.348</td>
<td>0.08</td>
<td>8.133</td>
<td>8.309</td>
<td>8.305</td>
<td>8.263</td>
</tr>
<tr>
<td>R(4)</td>
<td>6.235 ± 0.012</td>
<td>6.210</td>
<td>0.40</td>
<td>6.049</td>
<td>6.182</td>
<td>6.229</td>
<td>6.187</td>
</tr>
<tr>
<td>R(2)</td>
<td>3.844 ± 0.009</td>
<td>3.822</td>
<td>0.57</td>
<td>3.722</td>
<td>3.805</td>
<td>3.789</td>
<td>3.780</td>
</tr>
</tbody>
</table>
deviation between original and distorted spectra was 0.04%. In order to quantify the influence of the adopted line shape model, we numerically simulated CO$_2$ spectra (in the pressure range 5-100 Torr), in coincidence with the R(6) line, assuming that the line profile is given by a partially correlated speed-dependent hard collision model with a hypergeometric dependence on the absorber speed for both pressure broadening and pressure shifting parameters (pcSDHC-hg). Then, the application of the global fitting procedure, based on the use of the HT profile, to the set of simulated spectra showed that the systematic deviation between retrieved and expected linestrength values was negligible. This is expected on the basis of the outcomes of Ref. 26, where despite the differences between HT and pcSDHC-hg models, the determination of the absorbance resulted to be quite robust, regardless of the choice of the form used to represent the speed dependence. The last source of type B uncertainty can be ascribed to the cavity FSR. Since the free-spectral-range enters into the frequency scale calibration, its uncertainty may influence the accuracy of our linestrength determinations. To this end, we have repeated the overall spectral analysis (global fitting plus weighted linear fits) adopting two different FSR values, at the two edges of the interval FSR ± σ$_{FSR}$, where σ$_{FSR}$ is the statistical uncertainty of our FSR determination (namely, 0.03 MHz). So doing, we included 1-σ systematic component of 0.03% in the uncertainty budget for our linestrength determinations. It must be noted that the possible contribution to the FSR uncertainty due a temperature gradient in the cavity spacer can be completely neglected. In fact, a slight variation of the laboratory temperature (at the level of ±2°C) affects the length of the cavity spacer, thus leading to a variation of the cavity FSR. On the other hand, no refraction index effect can be observed as high-vacuum conditions are routinely ensured inside the optical cavity. Because of the small temperature coefficient of the cavity spacer, the relative variation of the cavity FSR does not exceed 3 × 10$^{-5}$. To summarize, the complete uncertainty budget leads to a 1-σ global uncertainty of 0.17%, 0.19%, and 0.23% respectively for the R(6), R(4), and R(2) lines. The line shape parameters, resulting from the application of the global-fitting approach, are presented in Table III. The values for the partial correlation parameter sound reasonable, being close to the ones retrieved in Ref. 27 for some components of the R-branch of the (300 13)-(000 01) band. The quadratic speed-dependence component, γ, is consistent with an interaction potential of the form C$\gamma$, with the exponent q roughly varying between 5 and 7, the former being typical of a quadrupole-quadrupole interaction, the latter occurring for a quadrupole-induced dipole force. As for the pressure broadening coefficient, we may note a satisfactory agreement with the HITRAN database only for the R(6) line. This is not surprising because of the large uncertainty of the HITRAN values.

V. CONCLUSIONS

This paper describes a comb-calibrated laser absorption spectroscopic method to accurately measure line intensity factors for carbon dioxide at the wavelength region near 2-µm. Significant improvements are reported as compared to past experiments. Firstly, a V-shaped high-finesse optical cavity is used to narrow at the kHz level the emission width of the DFB diode laser that is used to probe CO$_2$ vibration-rotation transitions of the (0012)-(00001) band. Secondly, the use of a self-referenced optical frequency comb synthesizer ensures a highly accurate frequency scale underneath the absorption spectra. Thirdly, differently from previous works, in which individual fits were performed, a global fitting approach has been adopted for the simultaneous analysis of a manifold of experimental spectra across the entire pressure range (namely, between 5 and 100 Torr). In such a procedure, the possibility of sharing some parameters (including the Doppler width and the pressure broadening coefficient) within sets of spectra ensures a significant reduction of statistical correlation issues among free parameters. The so-called Hartmann-Tran profile has been adopted as line shape model. As a result of a detailed budget of uncertainties, the global uncertainty for our linestrength determinations was found to vary from 0.17% to 0.23%. The agreement between our measurements and ab initio calculations resulted to be at the level of 0.35%, which is well within the estimated theoretical uncertainties. This comparison provides an important demonstration of the validity of the theoretical procedure for determining CO$_2$ line intensities for the 2-µm wavelength region.
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