










Building a Machine-Actionable Pipeline for Research Data

M. Ahmed, K. Buncic, A. Smith, J. Wilson, R. Macneil, J. Hetherington

Centre for Advanced Research Computing (ARC), University College London

Abstract

At UCL, the Centre for Advanced Research 
Computing (ARC) is building and 
supporting the vital integrated digital 
research infrastructure that is critical in 
allowing researchers to work with data at 
scale in an efficient and innovative manner.

Alongside its research and academic 
activities, ARC is providing a range of inter-
connected research tools, services and 
technological initiatives with the aim of 
amplifying the reusability and impact of 
research data by making data FAIR-
compliant and machine-actionable.

Ultimately, creating an ecosystem of 
institutionally supported tools and services 
will enable AI technologies and computing 
resources to be employed in extracting 
maximal value from research data 
produced at UCL across a variety of fields.

Context 

Increasingly, the importance of properly 
managing, preserving and sharing research 
data is being recognized across the globe.

Currently, the true value of vast amounts of 
research data is unrealized, in part as a result 
of information silos, extensive use of paper 
notebooks and lack of associated metadata.

As global movements to make research data 
FAIR continue to evolve, it is becoming clear 
that dedicated support and initiatives must be 
put in place to enable computation at scale.

At UCL, ARC provides: 

Large scale compute facilities including cloud computing, high-throughput and 
high-performance systems.

Data storage facilities and repositories including the institutional Figshare
deployment and an on-premise Research Data Storage Service for live data.

A range of tools, services, software and support to enable computationally 
empowered science and scholarship.

Research technology professionals- data scientists, informaticians, research 
software engineers, HPC systems engineers, dev-ops specialists, data 
engineers and data stewards - who collaborate with researchers.

The Role of Data Stewards

Data stewards at UCL operate in a cross-functional capacity to 
support, advise and collaborate with researchers. Their work 
involves translating research data needs into infrastructure and 
service requirements for deployment at the institutional level.

By providing support for uptake and use of the RSpace 
institutional ERN and contributing to development and integration 
with existing and future tools and systems at UCL, ARC is 
supporting the endeavors of researchers while encouraging the 
research community to take bold strides in making data both 
FAIR and machine-actionable.

Impact & Outcomes

ARC’s hybrid mission focuses on both providing and 
developing state-of-the-art integrated digital research 
infrastructure needed to drive computationally empowered 
science and scholarship at UCL.

ARC aims to computationally enable the research community 
both at UCL and beyond through the delivery of reliable and 
secure interconnected tools, services and infrastructure, as 
well as through continual innovation in the application of 
advanced computational and data intensive research 
methods.

James Hetherington, Director of UCL ARC, j.hetherington@ucl.ac.uk

Rory Macneil, CEO of ResearchSpace, rmacneil@researchspace.com
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ExCALIBUR Framework for Reproducible Benchmarks

T. Koskela1, M. Giordano1, I. Christidi1, T. Deakin2, C. Maynard3,4, J. Quinn1, D. Case3

1. UCL Centre for Advanced Research Computing 2. University of Bristol, … 3. University of Reading, … 4. Met Office, ...

Application benchmarking is a crucial activity in the UK’s path to Exascale. It ensures future Exascale
systems are understood by the community so that UK science applications, particularly those
developed as part of ExCALIBUR, can take advantage of the scientific opportunities at Exascale.
Benchmarking commonly requires manual work and relies on knowledge possessed by a few
individuals. It is vital to rigorously measure the performance of benchmarks in a systematic way to enhance
the transparency and enable reproducibility. UCL ARC is leading this collaboration of UK Universities to
provide the tooling to automate collecting and analysing benchmark data. It provides a suite of
benchmarks representative of the UK exascale science and a framework for configuring and running those
benchmarks in diverse architectures, and post-processing the results.

For more information about this project, come to the BoF ExCALIBUR : Exploring Successes, Collaborations and 
Community Building Opportunities with the UK Exascale Effort Thursday, 17 November 2022 12:15pm - 1:15pm

[1] https://spack.readthedocs.io/en/latest/
[2] https://reframe-hpc.readthedocs.io/en/stable/
[3] https://github.com/ukri-excalibur/excalibur-tests/blob/main/CONTRIBUTING.md

Project PI: Tuomas Koskela: t.koskela@ucl.ac.uk
Project GitHub: https://github.com/ukri-excalibur/excalibur-tests
The UK Exascale project: https://excalibur.ac.uk/
UCL ARC: https://www.ucl.ac.uk/advanced-research-computing/advanced-research-
computing-centre

How does it work

We use Spack1 to build benchmarks, where possible, and 
ReFrame2 to abstract interactions with the scheduler and the 
build system.

Who is it for

• Application developers, who want to evaluate the 
performance of their application on different systems

• System maintainers, who want to evaluate the performance 
of their system for different applications

• People who contribute to procurement decisions

• Vendors

Can I contribute?

Yes! We invite collaborators3 to add

• Spack environments and ReFrame configs for new 
systems

• ReFrame benchmarks for scientific applications

https://spack.readthedocs.io/en/latest/
https://reframe-hpc.readthedocs.io/en/stable/
https://github.com/ukri-excalibur/excalibur-tests/blob/main/CONTRIBUTING.md
mailto:t.koskela@ucl.ac.uk
https://github.com/ukri-excalibur/excalibur-tests
https://excalibur.ac.uk/
https://www.ucl.ac.uk/advanced-research-computing/advanced-research-computing-centre




DYNAMOS & OptoCloud

Optical networks for HPC and Distributed Deep Learning Systems 

Alessandro Ottino, Joshua Benjamin, Georgios Zervas

Optical Networks Group, Department of Electronic and Electrical Engineering, UCL

alessandro.ottino.16@ucl.ac.uk

Motivation: Network, the key HPC/DDL system bottleneck

Optical Circuit Switching (OCS)

can lead to

1. Exponential increase in capacity

[2,3]

2. High performance/power [2]

Challenge:

• Scalable network architectures

• Fast network control and switching

• energy efficient technologies

• Better MPI collectives[1] Bergman K, “Empowering Flexible and Scalable High Performance Architectures 

with Embedded Photonics”, IPDPS 2018

[2] Ballani H. et al., “Sirius: A Flat Datacenter 

Network with Nanosecond Optical Switching”, 

SIGCOMM20

Ultra-fast Optical Circuit Switched Network Architecture

RAMP achieves:

1. One hop, all-to-all port level connectivity.

2. 65,536 nodes

3. 0.84 Eb/s system BW => ~ 0.1 Byte-per-

FLOP .

4. <20ns circuit reconfiguration time.

5. >12.8Tbps node pair capacity.

6. Cost reduction of 3.3-12.4x compared to

EPS.

7. Power consumption reduction of 42-53x

factor.

[3] Benjamin, J. L. et al., "PULSE: Optical Circuit Switched Data Center Architecture Operating 

at Nanosecond Timescales," JLT 38, 4906-4921, 2020

[4] Khani M. et al “TeraRack: A Tbps Rack for Machine Learning Training” 2020

Comparison between RAMP and HPC/DDL systems. Fig. adapted from

[4].

MPI strategies and Application Speed-up

Distributed Deep Learning application improvement at different scales:
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Transceiver, Optical Switching and Scheduler  

[5] Gerard, T. et al., "AI-optimised tuneable sources for bandwidth-scalable, sub-nanosecond wavelength switching," Opt. Express 29, 11221-11242, 

2021

[6] Alkharsan H.et Al. “Optimal and Low Complexity Control of SOA-Based Optical Switching with Particle Swarm Optimisation” ECOC22

[7] Benjamin, J. L. et al., “Traffic Tolerance of Nanosecond Scheduling on Optical Circuit Switched Data Center Network”, OFC 2022

Ultra-fast transceivers: 

1. Wavelength switching (<1ns) [5].

2. Tunability up-to 112 wavelengths 

[5].

3. Integrated sub-ns space switching 

[6].

•>80% throughput for traffic @ 90% network load.

•Average latency under 2 µs at 90% network load.

Scheduler Achieves:

[

5

]

[

7

]

•Median latency (at 0.5 CCDF) < 1 µs 

in contrast to 47-447 µs in EPS.

•Tail latency 16-24 µs compared to 76-1440 µs in 

EPS network solutions.

Passive Network 

Core: 

1. No power

2. No control 

3. No cooling

Problems

:

Bytes per FLOP reduction in HPC Systems
Electronic 

Performance/Power 

slow down
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8] Wang W. et al. “TopoOpt: Optimizing the network 

topology for distributed dnn training“, Arxiv 2022

High network overhead on 

distributed ML training time Solution:

Novel MPI strategies co-designed with the architecture, which lead to:

• 7.6-17x speedup in MPI completion time wrt EPS and TopoOpt [8] on 1GB MSG.

• 1.04-2.24E3x speedup for matched bandwidth networks at maximum scale.

Megatron:

• 1.3-16.7x training time reduction

• <10% network overhead

DLRM:

• 7.8-58x iteration time reduction

• <1% network overhead





Real-Time Particle Filtering Data Assimilation

D. Giles1, M. Graham2, M. Giordano2, T. Koskela2, A. Beskos1, S. Guillas1,2

1. Department of Statistical Sciences, University College London
2/ Centre for Advanced Research Computing, University College London

ParticleDA.jl has developed to be forward model agnostic, ensuring that it is applicable to a wide range of modelling settings. 

Emphasis has been placed on numerical efficiency, scalability and optimisation for high performance computing frameworks. 

In the future, we plan to add localisation features (Couple with LETKF), integration it with more models and extend the optimal 

filter to unstructured meshes.

Data Assimilation (DA) is a technique for updating

numerical model predictions with real-time observations.

It is commonly used in e.g. weather forecasting. Particle

Filtering is a DA method that makes very few

assumptions about the uncertainty of observations,

however it can easily become extremely computationally

expensive. In this project, the RSE team at UCL ARC

helped researchers in statistics to develop a highly

efficient Particle Filtering package in Julia, optimized

for parallel processing on HPC systems using MPI and

multithreading. The package has been applied to tsunami

and climate models, and is being generalised further to

allow coupling with more applications.

Parallelisation Performance

• Shared (threads) and 

distributed (MPI) parallelism

•Tests carried out using Tier2 

CSD3 Peta4 KNL partition

• Performance scales well up to 

260,000 particles, where we are 

using 256 ranks (4096 cores)

Tsunami Modelling

• 𝐹(𝑥𝑡) is an inbuilt solver of the linear shallow water equations

• Solved using a first order finite difference scheme (TDAC Model)

Ground Truth Mean of particles (n = 200) 
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Atmospheric Modelling

• Integration with SPEEDY, an atmospheric general circulation model 

which is written in Fortran

• Software considerations include:

• Data transfer between the codes

• Calling the SPEEDY model from Julia

• Prognostic variables: Zonal and meridional wind velocity components 

(u,v), temperature (T), specific humidity (q) and surface pressure (p)

Experimental set up

• Observations are generated from a nature run 

• Spatial grid of dimensions: 96 × 48 x 8

• Observations of surface pressure at 416 locations

• Assimilating the surface pressure every 6 hours

• Number of particles (n) is 512

• Assimilation cycles: 125

Results

• Reduced errors when compared to a naive ensemble (not shown here) 

• Existence of non-gaussian distributions with an ensemble of 512 

members

Particle Fliter AlgorithmAbstract

Project PI: s.guillas@ucl.ac.uk

RSE Contact: t.koskela@ucl.ac.uk

Project GitHub: https://github.com/Team-RADDISH/ParticleDA.jl

mailto:s.guillas@ucl.ac.uk
mailto:t.koskela@ucl.ac.uk
https://github.com/Team-RADDISH/ParticleDA.jl

