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Abstract
The thesis is an attempt to develop a rational choice theory of social sanctions.  More specifically, the thesis is a theoretical (in Part I) and empirical-experimental (in Part II) enquiry into the optimal balance between informal and formal institutional approaches to solving the problem of cooperation.  In chapter 1 I take a “negative” approach: that is, I develop my argument through a criticism of two of the most prominent attempts in sociology to explain social cooperation using a rational choice framework, Coleman’s Foundations of Social Theory and Hechter’s Principles of Group Solidarity.  I criticize these models for failing to explain either the motivations to comply when sanctioned, or the motivations of those who sanction.  Chapter 2 argues that because an agent may recognize their own ability to act on their own best interests, subject to constraints on the level of social sanctions received, an agent may rationally rely on other people to help them enforce the agent’s own aims.  In an appendix to the thesis I provide a philosophical critique of one influential rational choice approach to self-control.  In chapter 3 I apply the theoretical model developed in the first two chapters to the case of cooperation in work groups.  I use motivational crowding theory to argue that because the social rewards for cooperation that may develop through work are potentially based in a desire for pecuniary gain, withholding approval may matter less to initially cooperative agents.  Hence, mutual monitoring can decrease cooperation in teams

Part II of the thesis attempts to subject some of the theoretical claims in part I to empirical, laboratory test. In chapter 4 I operationalize the notion of different motivational types using the scale of social value orientations, a trust scale, and a measure of cooperative reasoning.  I find that there is only roughly such a “cooperative type”.  In the experiment reported in chapter 5, my hypotheses are tested by providing a standard public goods design along with an opportunity for punishment at the end of each contribution round, such that after contributing (or not), each individual is given feedback on other group members’ contributions, and is allowed to assign monetary punishment points to them. The prediction, therefore, is that cooperative types will contribute and punish less than individualists in the condition where there is a costly punishment mechanism.  This prediction is largely borne out in the results of the experiment.
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Introduction: Social Sanctions and Cooperation
This thesis is an attempt to develop a rational choice theory of social sanctions.  The “problem of cooperation” has become a prominent focus of enquiry across the social sciences in recent times, and this is another contribution to that enquiry.  More specifically, this thesis is a contribution to the enquiry into the optimal balance between informal and formal institutional approaches to solving the problem of cooperation, based on distinguishing between different value orientations in a population.  That is, I explore the interaction between the use of formal sanctioning techniques (e.g., through states, firms, voluntary organizations) with the use of informal sanctioning techniques (e.g., social sanctioning through expressions of disapproval).

Let me be more specific about my basic claim concerning the aims of this thesis.  By a rational choice theory I mean one which explains action in terms of beliefs and desires, but also includes the intentional states of the agent as part of what matters in the outcomes of actions (i.e., one in which the concept of a consequence can include the intentional states of the agent).  By social sanctions I mean forms of social approval and disapproval that lead to a particular acting in accordance with some social norm.
  The thesis is in two parts, with part one developing a theoretical model of social sanctions, and part two testing parts of that theory in the context of a public goods experiment.  Let me now briefly introduce the content of the chapters which follow.

In chapter 1 I take a “negative” approach: that is, I develop my argument through a criticism of two of the most prominent attempts in sociology to explain social cooperation using a rational choice framework, Coleman’s Foundations of Social Theory and Hechter’s Principles of Group Solidarity.  Coleman and Hechter are useful in particular because they represent the two main schools of thought on explaining the emergence of cooperation: through decentralized and centralized authority.  Coleman argues that cooperation can be explained without a centralized authority structure, and cooperation can instead emerge through the use of individual social sanctions, in which the sanction is an expression of social disapproval.  That is, where social approval is a selective incentive to promote cooperation.  I criticize this model for failing to explain either the motivations to comply when sanctioned, or the motivations of those who sanction.  I argue that by relying on self-interested motivation, the kind of moral content to intentions required to explain social sanctions (for either the sanctioner or sanctionee) are missing.  In contrast to Coleman, Hechter rejects the argument from explaining decentralized social sanctions and instead argues that centralized authority structures are required to explain cooperation, particularly in large groups.  I argue that, although formal controls work to promote cooperative behaviour, formal controls cannot explain cooperation in the production of what I call (modifying Hechter’s terminology) intentional immanent goods, in which approval is a kind of collective good.  Such goods require that agents act in accordance with the value that the intentional immanent good requires, not self-interest. 

Chapter 2 addresses two questions that were raised in chapter one concerning a situation which Coleman calls paradoxical.  First, if it is assumed that agents are rational, then they act on their all-things-considered best interest.  However, to accept a social sanction means that an agent failed to act on a desire that they feel they should have.  How is this possible?  I argue that to explain the efficacy of social sanctions, it must be assumed that agents may fail to act on their all-things-considered desires.  The second question is, if agents may fail to act in their best interests, why should other people be so effective in enforcing an agent’s own aims?  I argue that because an agent may recognize their own ability to act on their own best interests, subject to constraints on the level of social sanctions received, an agent may rationally rely on other people to help them enforce the agent’s own aims.  In this argument I extend Ainslie’s (1992) and Schelling’s (1984) approach to myopic decision making, in which agents attempt to enforce rules on themselves which will prevent their myopia.  However, because these rules are subject to hedging, leading the agent to act contrary to the interests that led to the formation of the rule, other people may serve as better enforcers of the rule, as other people have no vested interest in hedging on the personal rules.  However, the same logic that applies to Ainslie’s “downside of willpower” (i.e., that one may become overly rigid in one’s self-control, or a “rule-worshipper”) also applies to social sanctions: other people may become too rigid in their enforcement of another agent’s personal rules.  Such external intervention in the agent’s activities may lead to resentment and an undermining of the agent’s (already diminished) sense of self-control, which may ultimately lead to even greater loss of self-control in future.  This is why certain types of intervention (i.e., social sanctioning) are resented by sanctioned agents when the sanctions do not respect the sanctioned agent’s reasons.  I follow Elster’s distinction between uses of cognitive dissonance theory and simple psychic costs and benefits to model guilt and shame and show how this approach is supported by my Ainslie-derived model of accepting shame as a complement to self-control.  This model proves to be consistent with motivational crowding theory, as discussed in Chapter 3, below.  I also provide a review of the literature on self-conscious emotions and elaborate a particular approach to shame that emphasizes shame’s similarity to guilt and its difference to embarrassment and humiliation.

In an appendix to the thesis, I discuss McClennen’s theory which challenges the Ainslie-Schelling approach to self-control.  This appendix grew out of a much longer draft of Chapter 2, upon realizing that the content of my critique of this approach was purely philosophical, and was not directly related to the model that chapter 2 develops. In this appendix I criticize McClennen’s theory of “resolute choice”, where, in the face of a self-control problem, the agent chooses to be resolute and stick to a plan which overcomes some forthcoming temptation.  I argue that the conditions required for such an approach to work must in fact erase the very nature of the problem of self-control: if we can will ourselves to overcome unwanted desires, then, to put it briefly, we never had a problem of self-control in the first place.

In chapter three I apply the theoretical model developed in the first two chapters to the case of cooperation in work groups.  Classic sociological studies (e.g., Homans (1951), Roy (1953)) have used the work group as a case study in how social sanctions can promote cooperation in work groups.  This research has now been taken up by economic theorists working on the problem of group piece-rate incentive schemes.  However, upon closer examination of the classic studies, the use of social sanctions in work groups actually rarely leads to increased cooperation.  This chapter explains this fact by showing that the presence of the price mechanism in mutual monitoring and sanctioning can decrease the motivation to cooperate for certain types of agents: because the social rewards for cooperation that may develop through work are potentially based on a desire for pecuniary gain, withholding approval may matter less to initially cooperative agents.  Hence, mutual monitoring can decrease cooperation in teams.  I present evidence from social psychology illuminating differences between individualistic and cooperative types of agents, and discuss implications for work group design.  A short mathematical model shows that the “crowding out” effect seen in economic theory is similar to the limits of using others as self-control devices as discussed in chapter 2.

Part II of the thesis attempts to subject some of the theoretical claims in part I to empirical, laboratory testing.  In chapter 4 I operationalize the notion of different motivational types using the scale of social value orientations (SVO) as a starting point.  I discuss the literature on SVOs thoroughly, and then provide a discussion of evidence and theoretical reasons to strongly doubt the external validity of this measure.  Next, since the motivational type of “cooperativeness” is defined behaviourally as the disposition to act cooperatively, and the SVO simply measures this disposition in a non-strategic environment, I attempt to establish its external validity by showing how responses to this scale are correlated with other attitudinal measures.  The two attitudinal measures that I use differ in that they measure beliefs about the cooperativeness of others (Yamagishi’s trust scale) and the degree to which one states that they employ certain cooperative decision heuristics in their everyday decision making.  It is hypothesized that the trust scale will not necessarily correlate with the cooperative measures of attitudes and behaviour, as trust merely measures one’s predictions about others’ cooperative behaviour, not one’s own.   It is also hypothesized that reported use of cooperative decision heuristics will correlate highly with the SVO measure.  

As was hypothesized in Part I of this thesis, contrary to received economic theory, the presence of punishment and the price mechanism may decrease cooperation in cooperative types (as measured by the SVO or the cooperative decision heuristic scale), while (consistent with received economic theory) it is likely that individualistic types will respond to monetary incentives and punishment.  This is the prediction of “motivational crowding theory.”  In the experiment reported in chapter 5, these predictions are tested by providing a standard public goods condition along with an opportunity for punishment at the end of each contribution round, such that after contributing (or not), each individual is given feedback on other group members’ contributions, and is allowed to assign monetary punishment points to them.
  The prediction, therefore, is that cooperative types will contribute less in the condition where there is a costly punishment mechanism.  This prediction is largely borne out in the results of the experiment: on one measure, cooperative types contribute less in the punishment condition than individualistic types.

Having laid out the basic structure of the thesis, let me canvass some of the general aims I hope that my arguments achieve.  I believe that there are at least five main implications of the thesis.  

First and foremost I hope to have developed a unique theoretical approach to explaining shame and the efficacy of social sanctions within a rational choice framework.  I believe that this approach will be useful in theorizing and modelling in sociological and economic approaches to cooperation and the provision of public goods, group cohesion, organizational performance, and the study of social order generally. The issue of incentives for cooperation, as the burgeoning literature on cooperation shows, goes from small scale groups to entire societies, and the issue of which incentives, moral and/or pecuniary, are especially important for public policy in these days of private finance initiatives, public-private partnerships, and quasi-markets. I hope that my work here makes some small contribution to these issues.

Second, my argument in chapter 2 makes a case for seeing shame as a matter of holding reasons as opposed to the standard expected utility model of rationality as usually employed by economists, and shows how this model explains the role of other people in self-control.  I believe, following from my discussion of Elster on guilt, that the difference between how reasons versus utilities operate is related to the idea of framing, and is a very important issue in decision theory and economic psychology, and particularly to motivational crowding theory.  As a consequence of this view, I believe there is also a question about the degree to which we can employ Friedman’s “as-if” instrumentalist approach to explanation in social science.  Very often such approaches, assuming “as-if” people are, say, purely self-interested, work fine; but perhaps just as often, being sensitive in explanations of how different contexts elicit different types of motivations is paramount.  This is the challenge that motivational crowding theory presents to expected utility theory models as used in economics.
Third, I believe that empirically I have made a significant critique and addition to the operational definition and measurement of cooperative dispositions.  Although I question whether there is any construct or external validity to the idea of a cooperative disposition, I feel that this is an important point.  To recognize that there is greater complexity involved in promoting cooperation than being able to identify “cooperative types” should allow, ultimately, better explanations of how to facilitate cooperation.
Fourth, the model of self-control shows how social influence can be both beneficial and perverse from the perspective of achieving overall goals: it can explain everything from friendships and cliques to self-help groups and cult membership. My approach here models “social pressure” as a largely rational process, as explained in chapter 2 below.  I believe this is itself somewhat novel, as the tradition in sociology is usually to assume a desire to belong to a group as what motivates responses to social pressure.  I instead show how responding to social pressure is a means of achieving one’s own goals, goals which go beyond a “desire to fit in”, and the like.  Of course, from the outset I must admit that this account also has its limitations.  There may be many irrational, or better, arational, processes of wanting to fit in, as the recent burst of interest in cognitive mechanisms of imitations can attest to (Hurley and Chater, 2005).  But these approaches are not mutually exclusive.  It can be the case that some responses to social pressure are more like arational conformity, whilst other times responding to social pressure is a conscious means of attaining one’s endogenously formed goals.  I hope here to have further developed the model of the latter, intentional, approach to responding to social pressure.
Fifth, my experimental work is the only work that has looked at the interaction between individual types and a punishment public good provision mechanism.  That is, my work is the only contribution to the theory of punishment in public goods provision which suggests that how individuals respond to punishment is an interaction between agents’ motivational type as well as the type of punishment mechanism employed.

Before concluding the preface, I should make some caveats.  First, I assume a basic familiarity with rational choice theory and the prisoner’s dilemma and the collective action problem.  Given the popularity of this problem, it seems a waste of words to redescribe the problem extensively.  Secondly, much of the thesis relies on notions of “moral”, “normative” or “ethical” reasons and motivation.  However, I do not myself put forward a particular theory of morality.  There are two reasons for this.  First and foremost, this is not a work in moral philosophy, though I borrow heavily from it.  As such, it seems the wrong place to discuss extensively the source of moral motivation, as this has been a subject of debate for some 2,000 years, and a doctoral thesis in sociology is not the place to attempt to resolve these debates.  Secondly, my use of moral motivation does not suppose any particular theory of morality or moral motivation, only that it exists and that morality can have motivational content.  I discuss different types of moral motivation in section 1.1 of the thesis, and this is all that is needed: the justification or explanation of morality is irrelevant to the explanatory aims of the thesis.

In general, I have tried to be concise.  I have fought my tendency to find any one idea necessarily relating to twelve others.  Many topics that I have originally discussed have been edited out because they did not pass a test of relevance I have imposed on myself.  Most of the chapters were originally twice their present size, and I hope that the reader appreciates my newfound taste for brevity, even if not every topic he may wish to find is here.  I try to point out explicitly those issues where there is much more to be said, but this thesis is not the place to say it.
Part I: A Theoretical Investigation into Values, Sanctions and Cooperation in Public Goods Provision

Chapter 1: Social Approval as a Selective Incentive and a Collective Good: A Motivational Crowding Critique

1.  Approval Incentives in Sociological Models of Collective Action

The aim of this chapter is to provide an examination of how social approval is modelled as an incentive in sociological rational choice models.  I will examine how social approval is modelled as an incentive that is itself (at least partly) the aim of a group, that is, where the collective production of social approval is the collective good in question.  I will secondly examine the use of social approval and disapproval
 as a selective incentive or disincentive in eliciting cooperation (where “cooperation” means cooperation in mixed-motive 2 or n-person games, which is known variously as the problem of public (or club) good provision (in economics), and in collective action problems (in sociology) or social dilemmas (in social psychology).  I will illustrate my claims largely negatively by criticizing previous models of social approval as they are discussed by sociologists in the rational choice tradition.  

By way of introduction, I will here simply list the claims that I will make in this chapter, and then briefly discuss how I will proceed.

1.1  The assumptions of the argument
The claims that will be employed in this chapter are as follows:

C1: Actors who cooperate and who punish failure to cooperate are motivated by a belief, attitude or value that some action is right or good
, and not solely by material interests.

C2: Actors also cooperate in pursuit of material interests, but subject to constraints on normative beliefs. 


C2a: Normative beliefs about justice may include: (a) equity, where justice suggests that the rewards of cooperation should be proportional to inputs; (b) equality, where justice suggests that rewards of cooperation should be divided evenly amongst a group’s members; (c) need, where justice suggests that people in special circumstances should receive a portion of the rewards of cooperation even if they did not cooperate (which conflicts with equity), or that they should receive more than a fair share of the rewards of cooperation (which conflicts with equality).


C2b: Other normative beliefs may include beliefs about certain virtues or action descriptions in which actions may be seen as loyal, friendly, kind, trustworthy, brave, and the like.


C2c: Normative beliefs include a concern for the fairness of procedures and not just outcomes.

C3: Moral motivation is heterogeneous, both between and within individuals.  That is:

C3a: Different actors are motivated by their normative beliefs to varying degrees, and

C3b: Actors may themselves be motivated to act on their normative beliefs to different degrees (see C5 below).

C4: Those actors who do not cooperate are capable of being persuaded to do so.

C5: In order for non-normatively motivated actors to be treated as rational in being persuaded, and in attributing rationality to those who persuade non-normatively motivated actors, we must make clear what is going on “inside their heads” (i.e., we must attempt a “rational reconstruction” of their actions). 

C5a: Normatively motivated actors believe either that (1) they have an obligation to sanction non-cooperators
 regardless of the efficacy of the sanction, or (2) that those who receive sanctions are capable of changing their minds about what action is normatively required.

C5b: Non-normatively motivated actors, if they respond to a sanction do so because they (1) feel embarrassed about being sanctioned, (2) they feel shame because they have done something that they believe to be wrong.  

C6: Shame, in contrast to embarrassment, operates through one of two mechanisms, which correspond to two different theories of weakness of will (or of wrong-doing in general).  One is the knowledge account: an actor does something wrong because he does not know what is right.  A sanction induces shame because the actor feels that he should have known what was considered right.  The second is the motivational failure account: an actor knows what action is the morally right one to take, but fails to be motivated by that knowledge.
  

1.2  Illustrating the claims 

While the answer to which version is the correct one from C6 is philosophically contended, all the other claims should be readily accepted, and can be accepted regardless of which interpretation of wrongdoing is favoured.  I will be concerned primarily with the motivational failure account.  

In this chapter I will examine two attempts to use the notion of social approval to explain cooperation and solidarity using what I call the “standard model” of rational choice, by which I mean egoistic maximizing behaviour.  The standard model not only makes motivational assumptions, it also rules out alternative models of utility maximizing behaviour which describe systematic departures from the standard model, such as framing effects, bounded rationality, myopic decision making, and the like.  It also excludes emerging areas of research into types of normative motivation in the social sciences at large.

I choose two such representative developments of the standard model, those presented in books by Hechter (1987) and Coleman (1990).  There are three reasons for focussing on these two books as representative of sociological rational choice approaches.  First, and most importantly, Coleman and Hechter represent two different approaches to modelling social approval using rational choice models.  Hechter attempts to explain how social approval is produced as a collective good.  Coleman, in contrast, assumes social approval as a selective incentive to produce other public or collective goods.  I will argue that both arguments fail because of their use of the standard model.  In particular I will argue that each, in different ways, is subject to a criticism from recent economic theory on motivational crowding.

The second reason for focussing on these texts, discussed extensively below, is that they represent two different poles in explaining collective action and the emergence of norms.  Hechter’s approach is based on the establishment of formal controls and centralized organizational structures to maintain norms.  Coleman’s approach, conversely, is in the tradition of explaining norms from an informal, decentralized approach.  That each of these very different explanatory traditions are subject to the same criticism should be instructive to followers of either tradition.

The third reason for focussing on these texts is that no other works in sociology have been as systematic in their approach to traditional sociological problems using a rational choice approach.  Both Coleman and Hechter have grand ambitions: to provide a general model of the production of social order from a rational choice frame work, which inherits this “basic problem” of sociology from Weber and Durkheim.   To examine their respective faults should show the limits of applying the standard model of rational choice to sociological problems of group formation and maintenance.  Further, both of these books have been extremely influential as representative positions of the rational choice approach within sociology, and if there are faults within their positions, as I shall argue, it is all the more important that they be recognized. 

Before moving on, I need to first clarify what is the “standard approach” in rational choice sociology.  Although much of what Coleman and Hechter say about particular motivations is discussed at length in this chapter, let me briefly sketch what their respective methodological statements on the principal of rational choice.

For Hechter, it would seem that Principles of Group Solidarity contains only a brief statement regarding the status of the assumption of rational choice, but it is a complete and coherent statement.  It is worth stating in full:
Individuals are regarded as the bearers of sets of given, discrete, nonambiguous, and transitive preferences.  Individuals’ goals (the objects of their preferences) cannot all be equally realized because people live in a world of scarcity and therefore mst select among alternative courses of action.  When faced with a choice among various courses of action, it is assumed that individuals will choose the course of action that, given the information available to them and their ability to process it, they think will produce maximum utility.  In other words, this will be that course of action that satisfies the most preferred goal with the greatest efficiency.  In most such explanations, rational individuals are assumed to behave in a coherent, purposeful, maximizing, and occasionally farsighted fashion. (1987: 30).
So, to summarize, Hechter basically expresses the received wisdom of neo-classical economics: preferences are transitive, complete, and non-endogenous.  Actions are also purposeful (in contrast to structuralist and functionalist explanations of action), and some degree of bounded rationality in the processing of information is accepted.  
Coleman is also, unsurprisingly, similar in essentially restating the classical axioms of rational choice as used in economic theory.  Although his discussion of the principles of rational choice is more extensive and widespread in Foundations of Social Theory than Hechter’s, it is similarly concise.   Coleman begins by noting that his rational choice framework simply borrows the structre of purposive action as developed by Weber:
The individual-level theory of action I will use…is the theory of action used implicitly by most social theorists and by most people in the commonsense psychology that underlies their interpretation of their own and others’ actions.  It is ordinarily the dominant model of action we apply when we say we understand the action of another person: We say that we understand the ‘reasons’ why the person acted in a certain way, implying that we understand the intended goal and how the actions were seen by the actor to contribute to that goal. (1990: 13)

Interestingly, Coleman’s theory seems to be less demanding, as stated, than Hechter’s.  It appears that there are no functional relations on preference (e.g., transitivity, dominance, completeness, etc.), and he only requires that actions be understood as goal-oriented and purposive-intentional.  However, many of the mathematical models of exchange and equilibrium in the later parts of the book, at least as such models are discussed in economics, do in fact require such functional relations in order for cardinal preference to be represented by a utility function which is unique up to a positive monotonic transformation.
Although little hinges, at this point, on their characterization of the “standard model” of rational choice, it is worth noting, before moving on, that they in no way deviate from the rational choice axioms which also accompany most economics textbooks.  With this preliminary clarification out of the way, let us turn to Hechter’s arguments.

2.  Social Approval as a Collective Good: Hechter on Intentional Goods

In this section I first introduce Hechter’s general theory of cooperation in the production of collective goods as being the result of formal organization.  I then criticize the assumptions of his theory as applied to the production of what he calls intentional (immanent) goods, which are analogous to collectively produced social approval.

2.1  Hechter’s Model of Solidarity: External Mechanisms for Cooperation

Hechter’s rational choice contribution is more in the economic style of transaction cost economics (Williamson, 1985) or new institutionalism (North, 1990) for a general introduction), in that he focuses on the need for centralized, formal organization to explain production, in contrast to the pure market approach of organizing production through a system of prices.  That is, Hecther’s solution to the problem of the emergence and maintenance of norms relies on the production of sanctioning systems by external agencies such as organized groups, firms, and states.  This provides a helpful contrast to the more “internal” or decentralized approach taken by Coleman and discussed in section III of this chapter.

Hechter’s Principles of Group Solidarity (1987: hereafter, PGS) seeks to explain how groups form, and then develop and maintain solidarity.  Solidarity for Hechter is a continuous variable defined as the degree of compliance with norms prescribed by the group and the scope of those norms (where scope refers to the extensiveness of the demands of the norms).  Groups are formed because of the need to produce joint goods, which are goods that require more than one agent to be produced, and are excludable to non-group members.  Thus, collective goods are more easily produced than pure public goods because they can exclude non-contributors (i.e., non group members) and can avoid free riding from outside the group, but must face a free-rider problem within the group.

Further, where selective incentives are used to explain the formation of groups and the provision of collective goods, Hechter (rightly) argues that the provision of selective incentives is itself a collective good.  That is, for one actor to sanction a non-contributor (a selective dis-incentive for the non-contributor), the sanctioning actor himself requires that there be a selective incentive for him to produce the selective (dis-)incentive.  Call this the second-order collective action problem.  Then, of course, there must be a selective incentive for actors to provide a selective incentive for those actors who supply the first selective (dis-)incentive, and so on.  The second order collective action problem is sometimes referred to as the meta-norm problem, and I shall call the subsequent regress in the production of selective incentives the metanorm regress problem.

In Hechter’s theory the metanorm regress problem is resolved because individuals commit themselves to a group whose aim is to produce a collective good, and agree to establish a system of monitoring performance and sanctioning or rewarding
 non-performance in order to produce the collective good.  On Hecther’s view then, individuals can only produce a collective good by committing to form a group which has the power to force that set of individuals to produce the good.

Hechter’s theory is what he calls “contractarian” (1987) or “solidaristic” (1991).  The relevant features of his theory are the following: (1) it relies on intentional design, versus an invisible hand or market price system of producing collective goods; (2) a group thus intentionally creates obligations which members must fulfil in order to receive their share of the collective good; (3) in order to ensure compliance with obligations, groups can either (a) compensate members for their effort, or (b) reward the members through the provision of what Hechter calls “immanent goods”.  Immanent goods are those goods which are non-compensatory, and “directly satisfy their members’ utility” (PGS: 42).  It is the reliance on immanent goods that distinguishes solidary groups from groups (such as firms) that rely on material rewards to ensure compliance; (4) the level of a group’s solidarity, then, is a function of (a) the extensiveness of its obligations, and (b) the degree of compliance with those obligations; (5) the degree of compliance in turn is a function of (a) the overall level of dependence of members on the immanent goods, and (b) the degree of monitoring and sanctioning that the group has at its disposal (Hechter calls (b) the “control capacity” of the group).

Now, because Hechter’s goal is to show that rational choice theories can explain group solidarity in a more satisfactory way than its sociological rivals of structuralism and normativism, Hechter stays close to the standard model.  However, as opposed to the pure wealth maximizing of the standard model, Hechter’s contribution to sociological rational choice is to assume egoism in the realm of the pursuit of non-material goods.  That is, actors will want goods that are provided collectively (i.e., not from the market), and which can include social goods, but not want to produce them.  As stated by Hechter: “whenever people are faced with two divergent courses of action- one in pursuit of some individual end, the other in pursuit of some collective end- I will assume that they will invariably choose the former” (PGS: 37).  So, in the case where an actor may desire some “social” good (i.e., approval), he is still unmotivated to act to get the good if he can get that good without effort.  

Note, then, that Hechter’s account does not rely at all on the idea of social pressure or normative expectations of compliance.  Even though there may be “informal” sanctioning, this would only be motivated by the existence of a formal agency who could reward the individual for providing social pressure, and this is the actor’s only motive according to PGS.  The view of motivation in PGS is that there is always a better explanation of cooperative behaviour which is based on egoism.  This is illustrated in Hechter’s challenge to the normativist explanation of social sanctions in rotating credit associations:

In many societies the state will prosecute defaulters and make them subject to imprisonment.  But the literature on rotating credit associations suggests that other types of sanctions are more likely to come into play.  Geertz (1966), for instance, claims that the incidence of default in rotating credit associations is rare because the members are frequently fairly close acquaintances and so would be deeply ashamed to evade their obligations.  Members are said to go to great lengths, such as stealing or selling a daughter into prostitution, in order to fulfil their obligations to the association…Fortunately, a much simpler way of explaining community sanctioning is at hand.  A person who is known to have defaulted in one rotating credit association is not likely to be accepted as a member of any similar group. (PGS: 109).

Now, this justification for the “simpler way of explaining community sanctioning” has no force.  First, the account based on future membership in other rotating credit associations is not simpler at all.  Both the normativist account and the egoistic account only rely on an actor having one aim: the desire for social approval and the desire for future income, respectively.  Just because many see the desire for material gain as more basic than the desire for social approval does not make it so.  Second, while it is certainly possible that the normative explanation can conceal an egoistic motivation, why this is taken as the only possible state of affairs is undefended.

What Hechter and the proponents of the standard account ask social scientists to do is to hedge their bets in favour of egoism: while some actors may be normatively motivated, most normative motivation in fact is a rationalization of some form of egoistic maximizing.  But this argument is speculation and assertion, without argument.  I will show that in fact when the argument is further examined, it fails to be logically coherent.

2.2  Criticisms of Hechter

2.2.1  Can Egoists Make Agreements to Act Collectively?

Despite the fact that I believe that one need not adopt egoistic motivational assumptions to explain group solidarity, I believe that the argument fails on its own terms.  There are two basic criticisms with which I shall begin.

The first is that Hechter’s theory exhibits inconsistencies in terms of the resolution of collective action problems through group formation.  That is, by arguing that groups overcome collective action problems by forming groups that impose obligations, Hechter sidesteps the problems that any group of egoists will have in coming to make agreements.  For, the crucial step in Hechter’s argument that groups can provide collective goods relies on the ability of individuals to secure credible commitments to enforce agreements that the individuals know that they do not want to fulfil.  That is, an actor wants on the one hand to both have the good and hence must resolve to do his part in collective action along with others; on the other hand, he wants to receive the good with minimal (and preferably no) effort.  

The problem of group formation, then, is how an egoist can ever come to signal his willingness to produce a collective good such that an agreement can be made.  Group formation first faces the problem of needing individuals to reveal their true level of demand for the collective good (what Hechter calls the individual’s level of dependence).  Hechter, wrongly as I shall argue, sees the problem as follows: “The voluntary establishment of formal controls in non-hierarchical groups is not difficult to explain in rational choice logic.  What is difficult to understand is why the rational members of large groups would ever abide by the controls they have consented to establish.” (PGS: 123-4; emphasis in original).

The point here is that Hechter fails to acknowledge that the second problem of abiding by controls relates to the first problem of how the group members consent to establish controls.  For, if individuals clearly do not want to act so as to produce a good, and this egoistic rationality is common knowledge, then no one can actually rationally consent to the controls, as he knows that they will not be enforced.  Thus, if each individual knows that all are egoists, then only a solution assuming some non-standard motivations will work to explain the formation of the group, or any subsequent compliance with the group’s obligations.  This may be seen as a variant of the general problem of credible commitment in securing cooperation (for the theory of credible commitments, see Schelling (1960)).  

2.2.2  Can All Immanent Goods be Produced by Egoists?

Another inconsistency in the application of standard rational choice assumptions is more damaging to Hechter’s argument than the credible commitment problem, a problem which goes more to the heart of the problem of assuming egoism.  My argument is that Hechter must assume certain normative motivations to produce a type of immanent good, namely the good of social approval.   

To see why Hechter’s motivational model (i.e., of dependence) implicitly relies on some normative motivation, I will examine more closely the notion of immanent goods.  Immanent goods are those for which, simply put, one expects some reward in the future, and/or the utility is not provided by compensation.  However, the nature of immanent goods is not entirely straightforward.  I will therefore class the examples of immanent goods discussed by Hechter into three relatively discreet categories.  There are first goods which can be classified as what economists refer to as “delayed payment contracts”.  These include: “insurance, welfare benefits, and the prospect of a career” (PGS: 142), where the existence of a strong internal labour market in a firm or mutual aid societies would be prime examples.  The second class of immanent good in the proposed scheme are those goods which are essentially consumable goods that could be provided by the market: “sense pleasures, happiness, and so forth.” (PGS: 42).  

While not the sole focus of my critique, it is worth making a brief comment on this second type of immanent good.  The criticism is as follows: if goods which are readily available on the market are instead sought through solidary groups, then it must be that the solidary group provides some other good as well, and presumably some good which is not available on the market.  An example of the type of good discussed here could be shopping ethically from stores whose aim is to provide typical market goods, but do so according to principles of organization which differ from those generally found in firms who exist on the competitive market.  These groups provide market goods, but organize their method of distribution and control in a different manner from most firms.  Thus, the good provided in addition to the market goods is a sense of being fair in a perceived unfair market economy.  If this analogy is correct, membership may be quite diversely construed, such that merely buying from an “ethically conscious” store is no different from being a member of a cooperative which provides market goods.

The third class of immanent goods are those that Hechter calls immanent goods which are produced in intentional communities, or what Pettit (1990: 740) calls “attitude dependent” goods.
  It is this case that is the focus of my critique.  These are goods, defined by Hechter, such as “the social contact engendered in cooperative labour” (PGS: 141), “…a sense of community, friendship, love, and the feeling of security – all of which flow from the existence of social harmony” and “love and friendship” (PGS: 171).  Now, recall that in Hechter’s framework, the assumption of egoism or self-interest, is not that individuals are solely oriented to attaining and consuming material goods, but that individuals will choose what will benefit themselves before any goal of a collective, and that individuals will always prefer that someone else besides themselves produce the good in question.  However, this logic of egoism becomes incoherent when applied to social goods.  This is because the nature of enjoying the consumption of friendship requires that one produce it as well.  That the good be produced and consumed communally is a feature of these attitude dependent goods.  

To see the case made here, a simple example will do.  Imagine that actor A says to B: “I would like to have your friendship; however, I would rather not give you any of my friendship.”  Such an approach to social approval would (a) be unlikely to get many offers of friendship, and (b) seems to belie the very logic of friendship.  That is, to want to have a friend or to enjoy the good of “community, friendship, love, and the feeling of security - all of which flow from the existence of social harmony,” would seem to require that one is willing to contribute to the social harmony itself.  Now, it may be that there are some forms of perverse friendship or types of social harmony that I am ignoring, but given that these forms deviate so substantially from the norm, my point still holds.

Note further how this logic of friendship applies to the group production of social harmony.  It would require that when a member of an “intentional community” fails to produce his share of social harmony, he would be compelled to do so.  This approval to be consumed by the collective would hardly seem to be worth much, if it has to be coerced out of the actor
.  Like the case of the friendship where the desire is to get friendship without producing any, the logic of free riding in the production of social goods fails to make sense of the normal practice of friendship.

The preceding argument suggests that to organize the collective production of social approval, what I have called intentional immanent goods or attitude dependent goods, is an inefficient means of producing it.  Thus, the argument that social goods can be produced through the most extensive system of monitoring and sanctioning, Hechter’s primary argument, does not hold for the production of intentional immanent goods.  Indeed, one can argue the opposite: that the greater the degree of coercion, monitoring and sanctioning, the less likely it is that social approval will be produced.  On this view, what is to be explained is how groups with an aggressive approach to promoting sociality manage to remain in existence.  Casual observation would suggest that most highly coercive cults or communes tend to not last as long as, say, mutual aid societies (assuming that their control capacity is equivalent).   My conclusion is that in regard to the production of social approval as a collective good, the rational choice account on offer from Hechter is logically fallacious and empirically unsupported.  

This claim can be made in the language of motivational crowding theory, largely developed in economics by Frey (1997; Frey and Jegen, 2001): to produce social approval one must be intrinsically motivated to produce it.  Intrinsic motivation is contrasted with extrinsic motivation, where an actor requires some external intervention in order to produce a good.  External intervention may be monitoring performance, providing incentives for performance or sanctions for non-performance.  Now while it is always the case that there must be some incentive to undertake an effort to produce, some incentives are intrinsic to the activity itself.  For example, in the production of “social harmony”, it may be the case that one is offered financial reward for liking one’s fellow group members.  But such social approval would be of little value.  Instead, the incentive required to produce such a good is one that is intrinsic to the activity itself; that is, to behave in a kind, friendly manner to other people just because he believes they deserve to be so treated, not because of the prospective kindness and friendship one wants to receive in return.  Although it is the case that one may enjoy receiving approval in return, it is not the reason one behaves kindly; if it is the reason, one is unlikely to receive approval in return.  To receive friendship from others is, as Elster calls it (1983: ch. 2), a state that is essentially a by-product.  That is, one must not aim at receiving a good in their actions in order to receive that good.

I will show that it is this same error of ignoring the intrinsic nature of social approval that leads to the failings in Coleman’s account of the emergence of norms, to which I now turn.

3.  Social Approval as a Selective Incentive: Coleman on the Emergence of Norms

As stated in the introduction to this chapter, Coleman’s account of the emergence of norms contrasts with Hechter’s in that Coleman believes that norms can emerge without the use of formal organization.  Instead, Coleman argues that social approval can act as an incentive in the emergence of norms.  That is, Coleman argues that social approval can lead to a “moral code” and the internalisation of norms.  I will show that in fact a moral code or sense of justice is required to make sense of social approval, and hence social approval cannot precede normative motivation in the order of explanation.

Coleman’s Foundations of Social Theory (1990: hereafter, FST) seeks to explain social facts such as the “genesis and maintenance of norms, adherence of persons to norms, development of a moral code, identification of one’s own interest with the fortunes of others, and identification with collectivities” (FST: 31), which must be explained from the assumption that actors are “norm free, self interested” (ibid).  In this section I will show that these social facts (normative systems, moral codes, compliance with norms) must be assumed and cannot be explained from premises of self interest.

3.1  Approval and Normative Sanctions

I begin by describing the general structure of Coleman’s theory.  For Coleman, the aim of social theory is to explain how norms are created and maintained.  Thus, Coleman sees himself as addressing the problem of social cost, or how actors can reduce the degree of negative externalities in interaction and exchange through establishing norms.  Norms have focal actions which can be prescribed or proscribed, and the target of the norm is that class of individuals of whom the behaviour is expected, and the beneficiaries of the norm are those who have an interest in the reduction of negative, or the creation of positive, externalities.  Norms are conjoint when the targets and beneficiaries of the norm are the same class of actors, and disjoint target and beneficiary are separate actors.

For a norm to emerge, actors must have a demand for the norm (i.e., a need to reduce externalities), and a means of enforcing the norm.  This brings up the problem of the second-order collective action problem or metanorm problem as discussed above.  Norms will emerge when “…beneficiaries of a norm, acting rationally, either will be able to share appropriately the costs of sanctioning the target actors or will be able to generate second-order sanctions among the set of beneficiaries that are sufficient to induce effective sanctions of the target actors by one or more of the beneficiaries”. (FST: 273).  But what overcomes the metanorm regress problem?  Here Coleman suggests, in contrast to Hechter’s emphasis on formal controls, that the motivation to sanction others comes from the support provided by close social relationships (i.e., what Coleman calls networks under conditions of closure (FST: 275-6), or low exit opportunities, where “zeal” (explained below) is possible).

However, this motivation only comes about because the closure of the social network, or the formation of the group, is already assumed.  Of course, a sociological rational choice approach founds itself partly on the idea that the formation of groups is itself a collective action problem (if only a coordination problem) that stands in need of explanation, and this is Hechter’s contribution.  Coleman states that the metanorm regress problem is solved by assuming a desire for approval and a fear of disapproval.  Coleman calls this the “rationality of zeal”: “The rationality of zeal has the same incentive that leads to free riding, but with a second incentive superimposed on the first.  The second incentive, however, becomes effective only through an intervening action: encouragement of others, or positive sanctions, which may overcome the deficiency of the first incentive”. (FST: 275).  

Let me explain what Coleman means in the previous passage.  The rationality of zeal is the second-order collective action problem: that of there being a rational incentive for punishing actors who do not cooperate.  As stated, the second order collective action problem is that there needs to be an incentive to reward those who punish non-cooperators.  This is the second incentive to which Coleman refers: the motivation to sanction non-cooperators through the use of social disapproval is motivated by the social approval that the sanctioner will receive from others.

There is a seemingly obvious problem here.  The nature of the collective action problem is that there is an incentive to free ride.  To solve this collective action problem free-riders must be sanctioned, but the sanctioner must too be rewarded.  And how is the sanctioner rewarded?  Coleman replies that the sanctioner is rewarded by receiving social approval from others.  But note that Coleman has assumed at the second-order level precisely what he seeks to explain at the first-order level, that is, the motivation of social approval to promote cooperation.  But why does this itself not lead to another level of collective action problems (i.e., a third-order collective action problem), leading to the metanorm problem I have described? Coleman here simply assumes away the second order problem by assuming that the third-order problem is solved.
In FST (271-2, 821, 926-30), Coleman suggests that if interests are sufficiently high amongst certain actors in the production of a norm, then they have an incentive to sanction.  That is, if the benefits to the introduction of a norm are perceived to be greater than the costs of sanctioning to an actor, then he has an incentive to sanction non-cooperators.  As Coleman argues “(t)his cost reduction to norm beneficiaries may give them an interest in establishing a sanctioning norm” (FST: 273).  However, the degree of interest or the cost of sanctioning has no bearing on solving the higher-order collective action (i.e., metanorm regress) problem, nor does it explain the efficacy of sanctioning given the paucity of its egoistic content for inducing cooperative behaviour, as I shall argue.

Now, recall that the motivational assumptions employed by Coleman are that actors are not motivated by norms, and that they are self-interested.  It is this that gives rise to the free-rider problem in the first instance.  For a moment, set aside the metanorm regress problem that I have discussed, and instead focus on the intentional content assumed by the assumption of self-interest in motivating actors to sanction and in motivating actors to accept sanctions.

So, first, why should the sanctioner be motivated to undertake the cost in sanctioning non-cooperative behaviour?  Second, why should the sanctioned actor accept the rebuke?  I will argue that neither question can be answered without assuming some normative motivation in actors.  Let us first focus on the second question.  To do so, let us quote an important passage from Coleman at length:

…the sanctioner may paradoxically have depended on some implicit support from the person being sanctioned, that is, the sanctioner may have felt that the person accepted the normative definition of what action is right and recognized that the action carried out was wrong.  Second, the sanctioner in either case may have been able to bring up the event in subsequent discussion with others who shared the same opinion or feeling about the event and would provide encouraging comments in support of the disciplining that the sanctioner carried out.

…whether the sanctioner depended on implicit support from the target actor or on subsequent approval from a third actor, there was an assumption concerning what is right.  That is, both mechanisms on which the sanctioner may have depended for support are based on a norm defining what is the right action…or what is the wrong action.  The norm, prescribing what is right or proscribing what is wrong, gives a sanctioner some presumption that his action will elicit approval from those who hold the norm.  Thus the existence of a norm provides for a potential sanctioner some expectation of receiving approval from the holders of the norm.  (FST: 283).

I will make four claims regarding Coleman’s argument in this section, all of which I shall show to be in contrast to the assumption of self-interest.

First and most simply, we may question what is meant by the “paradoxical” assumption of the sanctioned actor partly accepting the definition of what is right.  For, if the actor who failed to act in accordance to the norm also accepted the definition of what is right, why did he not act on that normative motivation in the first place?  This would seem to be perhaps explained by weakness of will, or myopia.  But no such assumption about motivational conflict, which allows an actor to act against what he judges to be best, is made.  While Coleman admits the existence of multiple interests, this does not explain why the conflicting interests are resolved in favour of normative versus selfish interests by sanctioning.

The second point concerns the assumption that an actor can be sanctioned and accept the sanctions if he also assumes the sanctioner to be self-interested.  If actors are concerned only with attaining material goods, then an expression of disapproval does not express anything normative at all.  That is, an expression of disapproval for non-cooperation, where the sanctioner is only concerned with his own gain, expresses only a sentiment such as “you did not put money in my pocket by not acting for the benefit of the group”.  If we do assume that the actor being sanctioned holds a normative definition of what is right or wrong, then why would such a rebuke, which has no normative content whatsoever, motivate the actor?  Such a rebuke from a sanctioner does no more than chide an actor for not giving the sanctioner money.  The claim made here is that a normative sanction must have some normative content, for example: “how could you break your promise?”, “how could you benefit yourself at the expense of the rest?  That isn’t fair?”, “it was dishonourable for you to not contribute”, and so on.  Each rebuke invokes a particular value (i.e., trustworthiness, fairness, and dishonour, respectively) in order to motivate the actor to behave as the norm prescribes.  Without such a normative content to a rebuke, the idea of the sanction being a normative sanction is incoherent.  

The third criticism concerns Coleman’s assumption that actors will only undertake the cost of sanctioning because they are given approval by others for sanctioning a non-cooperator.  Now let us bracket the second problem mentioned in the previous paragraph, namely, that being motivated by social disapproval when it comes from egoists has no meaning and hence should be ineffective; for this would then suggest that being motivated to sanction others by receiving social approval for so doing should also be ineffective.  Instead let us focus on a simple but effective objection advanced by Frank (1992).  That is, if individuals are truly egoistic, but desire praise from others, then they should simply lie about sanctioning a non-cooperator to others to gain their praise, but not actually carry out the sanction.  That is, an egoistic actor can get social approval for free by lying to others about sanctioning non-cooperators.  The point is that it would seem that an actor should be motivated by the fact that he has done what he believes to be right, not simply by the fact that he receives approval for doing so.  Indeed, my argument is that unless some actors are motivated by the fact that they are doing what they believe to be right or good, the whole system of explaining the emergence of norms collapses. 

This argument can be seen as a simple logical argument, not one that explores different motivations and models their effects.  There has been a great deal of work in the area of the emergence of norms, which suggests that cooperation can be achieved by purely self-interested actors given certain structural assumptions (including group size, repetition, availability of information, etc.), or cognitive limitations (myopia, bounded rationality, etc.).  Instead, the argument here is in some senses more modest, in that it does not make particular assumptions about the distribution of values for the variables mentioned above, but seeks only to establish the theoretical claim that the explanatory structure advanced by the assumption of pure self-interest is logically incapable of explaining the facts about the emergence of norms through the use of social approval.  Thus, this argument is against a kind of modelling assumption which suggests that either (a) norms can emerge without some normative motivation, and in particular (b) that social approval is a non-normative phenomenon.

Lastly, note that Coleman states of all actors who “hold” the norm, “there was an assumption concerning what is right”.  That is, the norm is assumed to be held by actors in order to explain the grounds of others approving those who disapprove of non-cooperators, but it is the existence and maintenance of this norm that the theory is meant to explain.  That is, Coleman has assumed that actors already have an “internal sanctioning system” or conscience, and hence must assume extant norms in order to explain the emergence and maintenance of norms.  

All of the preceding four claims demonstrate a circularity in Coleman’s argument.  That is, Coleman assumes the normative properties of what is being approved of, and yet this is what the theory of norm formation is meant to explain.  In contrast to Coleman, my argument is that actors approve of actions because the actions are normatively laudable in their own right (i.e., intrinsically), not because of the benefit that accrues to actors who disapprove of non-cooperators.  This point is well made by Pettit:

Reflecting on the automatic way in which we sanction one another’s actions by approving and disapproving, you may well think that what the rational self-interested agent should do is take over this sanctioning in an intentional way and try to drive a harder bargain for the goods he offers or the bads he reserves. But here we confront an interesting and indeed pervasive paradox. When I elicit someone else’s approval for an action, without intentional action on that person’s own part, I enjoy a good which would not be in the offing were I to realize that the approval was provided intentionally, or at least was provided intentionally on grounds other than that it is deserved. The good of having someone else’s esteem or gratitude for an action, even the good of just having him look on the action with pleasure, is something that that person therefore cannot intentionally use in exchange. If it is not enough for him to approve that he understands the merits or attractions of what I have done, if he approves only because he has an extraintentional reason (SWO- e.g., self-interested) for doing so, or only in part because of this, then the approval loses its significance and value. The point will be familiar. You cannot sell your approval any more than you can sell your friendship or love or trust. (1990: 741; emphasis mine)
.

The point is that if an actor does not praise an action for a quality intrinsic to the act, and only because the action has positive externalities for him, then the approval has no normative evaluative content. 

Further, there is no “paradox” at all about the fact that the “sanctioner may … have depended on some implicit support from the person being sanctioned, that is, the sanctioner may have felt that the person accepted the normative definition of what action is right and recognised that the action carried out was wrong” (ibid.; this paradox is the topic of chapter 3).  What Coleman refers to as a paradox is, as stated as C5 above, in fact a prerequisite for assuming that the act of normatively sanctioning someone can be rational.  Namely, assuming some normative motivation within the actor being sanctioned is a necessary condition for effective social, normative sanctioning to work (see C5b.1, above). In the same way that it would be a waste of time (and irrational) to chide an actor for failing to understand integral calculus if the actor’s grasp of mathematics was non-existent, it would be irrational to normatively sanction an actor if one did not assume that he implicitly understood the normative premises upon which the normative condemnation was based (see C5a.2).

Nonetheless, Coleman does offer further explanations of how norms and normative motivation come about. I will show that the proposed mechanisms in FST are insufficient for the task of explaining normative compliance, and that these mechanisms do not overcome the problems I have discussed in this section.

3.2 Internalization, Identification, and Legitimacy

I believe that Coleman has three strategies to explain how we uphold norms rationally or why normative beliefs exist, which are (1) the internalization of norms, (2) identification with the socializing actor or principal, and (3) whether the norm in question is legitimate. The first two mechanisms of internalization and identification are interdependent, and both rely further on his conception of legitimacy.

First, what is it to internalize a norm, and why does it matter to the emergence of norms? Coleman replies with the following: “…since norms are devices for controlling actions in the interests of persons other than the actor, internal and external sanctions constitute two forms of policing: internal and external policing. The process of creating an internal policing system is part of a broader process which is ordinarily called socialization. It is the installation in the individual of something which may be called a conscience or superego; I will call it an internal sanctioning system.” (FST: 294). Now, such internal sanctioning systems are necessary for social sanctions and shame. An individual must be capable of internal sanctioning (guilt) if informal external sanctioning (shaming) is to have any effect whatsoever. But why would an actor internalize any norms at all? Given that not only parents, but also nation-states, organizations, and the like, attempt to induce the internalization of norms, surely a rational actor, given common knowledge of egoism, could only suspect others of attempting to modify his interests for their own benefit. The question that a theory of “rational” internalization must addresss is why the case of socialization is any different from the case of insincere regard being used strategically for material gain? Put rather brutely: when a parent sanctions a child for committing a wrong action, why does the child trust the parent that it is in the child’s interest to change their behaviour?

Coleman’s answer suggests that a process of identification must take place: “A major component of socialization is an attempt to get the individual to identify with the socializing agent” (FST:295; emphasis in original). Now, it is unclear how “identifying” with someone is something that one could do purposively. Further, Coleman offers no account of what specifically, in terms of content, is identified with.  Of course we know from basic social psychology that group identification occurs at many different levels: we can identify with a group because everyone is wearing the same colour, because everyone believes in God, because our interests are interdependent, and so on. Yet are any of these forms of identification, strictly speaking, rational?  At the very least, it is odd, if not irrational, to identify with people who share only an interest in promoting their own selfish welfare.

Of course, one must share with Coleman his worries about whether or how rational choice theory should address the issue of the internalization of norms: 

To examine the process by which norms are internalized is to enter waters that are treacherous for a theory grounded in rational choice…nevertheless..individual interests do change and individuals do internalize norms. It would be possible to ignore the latter fact and construct a theory that assumed all sanctions were externally imposed. But such a theory would be weaker, because it could not be used to predict the conditions under which and the degree to which norms would be internalized, and less correct, because predictions based on it would fail to take internalization of norms into account.” (FST: 292-3). 

Thus, Coleman is at least aware that rational choice theory must take the internalization of norms seriously as an explanatory necessity in the explanation of norms. I am in agreement with Coleman that we will do better to explain variance in the internalization of norms, rather than to simply rely on formal models of the emergence of norms which assume some random degree of internalization (Macy, 1993: 820), or to basically disregard the relative effect of internalization altogether, as is Hechter’s strategy (1987: 62-9).

Thus the question now is why an actor identifies with one individual or collective over another.  Surely it is in the interests of many to attempt to gain such identification, and the individual must be wary of attempts to be duped by others. Why would one principle or content of group identity be preferable over another? There is a potentially infinite set of possible coalitions that could be formed to promote shared material gain, so how do we select some groups over others to benefit from our actions? (In sociological parlance, why do we adopt one role over another?) Some conception of the group’s norms being legitimate, or endorsable from the perspective of what may be considered best for all, seems to be Coleman’s solution to the problem of identification.

We began this section by noting Coleman’s distinction between conjoint and disjoint norms; the former being those norms in which the target actors and the beneficiaries are the same, the latter where the targets and the beneficiaries are separate. This is the key to his notion of legitimacy: 

The supraindividual character of norms lies not merely in the fact that sanctions are sometimes imposed collectively… It also lies in the fact that rights to control a certain class of actions of an actor are regarded, by actors in the system, as held not by the actor but by others. To state it differently, the norm and the use of sanctions to enforce it are held to be legitimate by each of the beneficiaries. This legitimacy is evident not only because target actors accept the definition of an action as wrong and accept a sanction that could be resisted”. (FST:325; emphasis mine). 

Here Coleman partly seems to suggest the line of argument stated by C5-6, which is that accepting a sanction is a voluntary act, in that it helps an actor achieve aims that might otherwise have to be foregone. But the fault here is that Coleman is trying to explain how norms which develop and survive are the result of aggregate individual actors pursuing their own self-interest, while presuming that the legitimacy of the norms is what motivates compliance.  But what is this legitimacy?
In suggesting that a sense of legitimacy explains why actors identify with others, and why identification explains the internalisation of norms, Coleman seems to endorse the view that approval requires normative beliefs on the part of the actors, and that this normative belief is reflected in the content of the approval or disapproval. However this assumes a missing step in the argument, wherein justification of certain standards (over others) as legitimate has already taken place.
 

So how does this legitimacy come about? Coleman explicitly borrows from social contract theory to ground the claim that we can explain the formation of groups rationally by postulating that actors use the same devices described in the social contract tradition to create associations for mutual protection or mutual gain (FST: 330). In a nutshell, legitimacy is to be found to the degree that the targets of norms are also the beneficiaries; that is, the norm serves to promote mutual advantage (cf. FST: 347, and 88, on the acceptance of authority). Thus, Coleman sees the value of procedural legitimacy as being a function of the mutual advantage secured by co-operation. The question now is the following: can an egoist actually be motivated by the mere fact of mutual self-interest? Obviously not, for this is exactly the mixed-motive situation of the prisoner’s dilemma (PD), involving a clash between individual and collective rationality, which is the very problem that motivates the collective action problem in the first place.
4. Conclusion

The theoretical point made here can be seen as drawing on Brian Barry’s (1995) criticism of Gauthier’s (1986) Morals by Agreement. Gauthier seeks to explain the emergence of morality (and hence moral qua social order) from the situation of self-interested actors in the PD. Hechter (PGS: 124n) notes that Gauthier’s framework is bound to fail because it cannot enforce its norms without a group. Barry’s criticism of Gauthier essentially shares Hechter’s criticism that actors have no incentive to uphold their agreements once they have been made, but instead of arguing that the only way that we could have norms is to have an external authority vested in a group (for how could it form?), Barry suggests that individuals are simply motivated by the fact that they are acting in a way that is mutually, not individually, beneficial; that is, Barry places what he calls the “agreement motive”, but for our purposes may just be called (following Rawls (1971)) the “sense of justice”, directly into the utility function, which means that the problem of enforcement does not become subject to the metanorm regress problem. I quote Barry’s argument at length, for it expresses that which I have tried to argue for here:

There is…a problem about moral sanctions which does not have an analogue with any problem about legal sanctions. If we understand the positive morality of a society as ‘the morality actually accepted and shared by a given social group’, it is surely clear that this is a collective good in the technical sense that it provides diffuse benefits to the members of society- benefits which in the nature of the case cannot be confined to those who contribute to the supply of the good. Now, maintaining the fabric of a society’s positive morality requires constant effort: people have to take the trouble to form judgements about the conduct and character of others, and then undertake the sometimes unpleasant task of communicating their conclusions to those concerned. But this creates the familiar problem of collective action…With legal sanctions, this problem can be overcome…But there is nothing analogous that can be done to overcome the collective action problem posed by moral sanctions.

But behind the problem lies a deeper one that goes to the heart of moral sanctions themselves. Is it even intelligible that there could be such a thing as moral sanctions in a society of self-interested people, at any rate so long as they were rational? Think again of a case in which I express moral condemnation of someone for acting in a certain way. The idea is supposed to be that this will help to deter this person and others from acting wrongly in future, but how exactly does this deterrence work?…It is giving the person the specific kind of hard time that  consists in being told that what one had done is morally wrong. But what sort of hard time is that in a world of self-interested individuals?…Unless my moral condemnation cuts some ice with you, it will not cause your sense of what is in your interests to shift in the desired direction…In real life, moral sanctions work because other people are able to activate an appropriate internal response, so that criticism (if we recognise its validity) triggers off feelings of guilt or self-reproach. But why should anybody in a world of self-interested people have such feelings? (Barry, 1995: 35-6).

I argue similarly to Barry,
 namely that actors cannot rationally create social order, or follow norms, unless their reasons for complying with legitimate obligations is partly because they are legitimate (which can be combined with self-interest). Further, it is the fact that persons sincerely believe in normative facts that explains how social sanctions can influence actors to act in the collective interest. Another way to put the point is that if actors cannot already have the capacity for guilt (as a function of having normative beliefs), then no other actors could ever use shame to uphold norms. 

The point, then, is that the desire to act on normative beliefs must be assumed in the utility function of actors if the rational choice account is to explain the genesis and maintenance of norms through the mechanism of social disapproval. There have been many attempts to model these aspects of utility functions and the theory of the evolution of norms through formal and informal controls would do well to incorporate such models.  I thus conclude that the possibility of explaining normative sanctioning in real world groups without assuming some normative beliefs or moral values is, as it is presented by Coleman and Hechter in any case, unsuccessful.  To achieve success would require developing a positive theory of normative motivation which can explain the content of social approval and disapproval by referring to the values involved.

Chapter 2: Shame and Self-Control: Resolving Coleman’s Paradox and Defining Self-Conscious Emotions

1.  Introduction: Coleman’s Paradox and Weakness of Will

In the previous chapter I referred to what I shall now call “Coleman’s paradox”.  That is, Coleman stated that “the sanctioner may paradoxically have depended on some implicit support from the person being sanctioned, that is, the sanctioner may have felt that the person accepted the normative definition of what action is right and recognized that the action carried out was wrong” (FST: 283).  I will here show that the paradox in question is in fact no paradox at all, but is instead simply the best rational explanation of shame.

The aims of this chapter is to establish a rational theory of shame.  So what would a theory of rational shame look like?  To begin with, a rational theory of any emotion may look suspect.  Emotions, so it is usually assumed, cannot be chosen, and are instead experienced, and hence are outside the purview of rational choice theory.  I dispute this rather sweeping claim.  Indeed, if we are to explain emotions as being succeptible to manipulation by others, why can we not assume that emotions can be manipulated by ourselves (Elster, 2001).
In the following chapter, I develop a model of the efficacy of social sanctions which appeals to just this aspect of the emotion being chosen.  I show that for shame to operate effectively, the shame itself must be rationally accepted, and further, that the shaming experience can be rejected when it is “overdone”.  This is called crowding out of intrinsic motivation.  Therefore, in order to understand this motivational crowding out, we must be able to understand just what is being crowded out.  My argument is that the instrinsic motivation which can be crowded out through external intervention is a sincerely, but perhaps weakly held, desire to act in accordance with some principle or aim. So, in economic terminology, when it appears that shame will become a substitute for and not a complement to one’s self-imposed individual guilt, one is less likely to accept shame, for it signals that our own convictions are not strong, a conclusion one who holds a conviction with any degree of sincerity will resist.  In this way, shame can actually impede the efficacy of guilt: shame may be so overwhelming that an agent decides to abandon a conviction completely.  For this reason, explaining how shame and guilt are, and are not, alike will help us to better understand how shame works, and how it doesn’t.
Let us now return to Coleman’s paradox.  To begin with, what is the paradox here?  Recall that a paradox requires that there are two premises which are mutually incompatible and which both appear to be true.  The two premises which appear to be mutually incompatible may be stated as follows:

P1: An agent acted against a norm and so must not accept the norm as motivating.

P2: An agent accepts a rebuke for acting against a norm and so must accept the norm as motivating.

So it would appear that the paradox lies in the fact that the agent who acts against the norm and then accepts a rebuke for so acting must both not-hold and also hold the norm.  But this is only a paradox if it is asserted that (a) agents have only one preference ordering/utility function over all states of the world (call this the no-framing assumption) or (b) that if framing and multiple utility functions are allowed (i.e., the no-framing assumption is denied), that whatever differences in framing/preferring may exist can be resolved into one over-arching preference ordering (call this the frame conflict resolvability assumption).  Frame conflict resolvability may be seen as an actor simply assigning some value to the utility of outcomes in one of two states of the world, and then choosing the option that brings the greatest sum of utility to both utility functions.
  However, it does not seem particularly realistic to assume a perfect ordering over all states of affairs (as assumed by the completeness axiom in utility theory (see Anand (1993: 87-96)), nor need we deny that agents may have different preference strengths at different times.

Assume that neither the no-framing condition nor the frame conflict resolvability condition holds.  There is a simple resolution to the paradox, which is hinted at in Coleman’s account of the multiple self.  That is, the agent might have competing motivations that have different degrees of strength at different times.  That he accepts the sanction later is simply explained by the fact that at the time of the sanction he holds the norm more strongly than at the time when he acted contrary to the norm.

Now, what I am suggesting is that accepting a sanction can be rational.  In fact, I will go further and suggest that one can actually seek to be sanctioned.  To see how this argument works, consider two scenarios.  In one, an agent can predict that he will have self-control problems, for instance, that he will be likely to steal from his workplace.  He then proceeds to steal from the workplace (having no moral problem with the action at the time), but then later feels very guilty.  However, the memory of the guilt felt at the later time is insufficient to deter him from stealing again, so he continues to steal.  Second, now imagine the same scenario, but with the added option that the person can choose to go into the storeroom where the theft takes place only when a co-worker is present.  In this way, the prospect of being shamed when he steals can be sufficient to outweigh his present desire to steal.  For this actor, shame acts as a substitute or complement for conscience or self-control.

There are many non-moral cases that illustrate this intuition, where only self-control and not “conscience” are needed.  The existence of self-help groups such as Alcoholics Anonymous or Weight Watchers are prominent examples.  In the moral case, there are many voluntary organizations that can be seen to partly help uphold one’s moral aims.  Joining a church group, or a political advocacy group can serve to help provide a means of reinforcing one’s moral commitments by providing reminders of one’s obligations, or chances for one’s moral failings to be exposed.  One can rationally join such an organization in order to bolster the demands of one’s conscience when he foresees that he may fail to act as his conscience dictates.

Lastly, there is the moral educative function (Hampton, 1984; Nozick, 1981: ch. 4.III)) of membership in groups and friendships, and this corresponds to the knowledge failure account of wrongdoing that is discussed in chapter one.  Namely, an actor took some action he later thinks to be wrong, but only because he learned that the action was wrong after the fact.  In these cases, actors may feel ashamed, e.g., they may say to themselves, “I should have known better”.  But my intuition is that one will feel less ashamed for taking an action that one did not know to be wrong, versus taking an action that one knew to be wrong but merely failed to have the attendant motivation.  However, these two roles of social sanctioning, moral education and enforcing existing normative beliefs, need not be mutually exclusive.  An agent can have a notion of what is the right thing to do, which he fails to act on, and social sanctioning can reinforce his self-control.  Nevertheless, he can still learn more about what is morally right through social sanctioning.

Now, as shame is an occurrent emotion, obviously one cannot choose to feel shame.  Nevertheless, I am arguing that, to an extent, shame is chosen by an actor when he foresees these problems of self-control.
  However, I am not arguing that all group membership or friendships serves as a complement or substitute for self control.  It would be foolish to deny that people join groups in order to meet like-minded individuals, to do their share for causes, to express their commitments, and so on.  Nor would I deny that people have friends just because they intrinsically like the person.  My concern is to show how it is that shame can be rationally accepted by actors, and to provide an alternative account to the received theories discussed in chapter one regarding how sanctioning works to promote social norms.

To summarize, I have argued that there are three types of reasons for friendship and group membership, relating to the two types of weakness of will.  That is, we may say that preferences are (1) subject to motivational failure, or (2) uncertainty about which is the wrong action, and both may lead to wrongdoing which an actor wishes to avoid.  Lastly, (3) the actor may be strong willed and certain of what he believes to be right, in which case the actor does not need friendships/group memberships to serve the same type of function.  This leaves us with the following classification: 

Table 2.1 Preference Types and Function of Other People





Now, I will primarily be concerned with the kind of weakness of will where the agent is impulsive and not uncertain.  To be more precise, let us use Ainslie’s (1992: ch. 3) terminology of, not impulsivity, but temporary preference.  Specifically, in Ainslie’s model, an actor has differing strengths of preference at different times.  Furthermore, the actor is aware of his changes in desires, and since he is aware that there will be ongoing conflicts between the varying interests he has, the actor must reach a bargain between the competing interests within him.  One form that that bargaining takes is an attempt to establish personal rules that all interests of the person have some degree of interest in enforcing.  

For instance, I may have a rule that I should only eat for twenty minutes in one sitting.  This rule serves my long term interest of trying to stay thin, and also my short term future interest in not overeating to the point that I feel bloated.  However, the interest I have at the time of eating is to eat as much as possible.  Thus, I may attempt to chew more quickly so that I can fit more food into my 20 minute eating session.  Such efforts to undermine personal rules by particular interests Ainslie (1992: 308) refers to as hedging on rules.  That is, hedging is a form of imperfect compliance with a rule, which undermines the main aim of following the rule.  Now, my model here assumes that actors are aware of their tendencies to hedge on their personal rules, and, because the interest one has at the time of acting will usually have some interest in hedging on the rule, it may often be the case that the best way to enforce the rule against hedging is not to rely on the motivation provided by one’s future interests (e.g., staying thin), but for other people to actually enforce the rule.  Thus, as argued above, other people can be substitutes for self-control.

However, this strategy of using others as a self-control device may backfire, and this occurs, so I argue, when motivational crowding looms.  Recall that the actor is aware of his reason for wanting to control his behaviour (e.g., how much he eats): it is just the case that he is imperfectly motivated to do so at one particular time.  Motivational crowding can occur when the other people who are enforcing my rule do so overzealously.  If they do, they undermine my own sense of autonomy by not recognizing that I am actually, albeit imperfectly, intrinsically motivated to undertake behaviour in accordance with my personal rule.  As an example take my case of an eating rule above, and suppose that another actor has a kind of permission from me to help enforce the rule.  The actor can see me chewing more quickly, or eating past the 20 minute mark, and go about enforcing my commitment in one of two ways.  First, he can be encouraging of my reasons and respectful of my desire for self-control, saying “remember that you’re trying to be good about your health…don’t overdo it on the food”, perhaps.  Conversely, the other actor can be over-controlling, and demeaning of my own sense of autonomy, saying, “You’re really eating too much, you can’t control yourself at all, that’s just pathetic, don’t you have any respect for yourself?”.  

Now, it is in this latter case that I believe the motivational crowding will occur: the actor needs help with enforcing his personal rules, but not so much that it undermines his sense that he is nevertheless capable of imperfectly enforcing these rules himself.  If the latter is the case, the actor who has self-control problems may either (1) actually begin to not rely on his own self-control at all, making him ultimately worse-off in terms of overall enforcement of personal rules, or (2) simply reject the other actor’s admonitions, leaving him worse-off than he could be were he to have the actor mildly enforce the personal rules.  

In what follows, I will provide a critical review of the psychological literature on shame.  I have two foci in reviewing the literature.  The first is, simply, to just provide a critical review of the literature so that the nature of shame is made clear.  The critical aspect of the review will have two aims.  The first is to show that some aspects of the literature on shame overstate the distinction between shame and guilt.  The second is to show how the literature on shame can support the account of shame offered here.  That is, the account of shame here firstly suggests shame is a response to a failure to live up to a standard or norm held by actors, not just an attempt by other egoistic agents to inculcate a norm in an egoistic agent.  Second, I develop an account of shame in which shame is a kind of complement to self-control, and can be rationally sought and accepted, but that it is liable to backfire and result in a negative motivational crowding effect.

Having said this, it is worth noting that the review of the literature with respect to my own theoretical framework will be limited.  Part of the point of the review is to provide an element of realism to the nature of shame that is usually ignored by rational choice theorists, who would regard shame as a mere cost to be avoided.  First, I suggest that the nature of shame is such that it is not just a cost to be avoided: shame can, as I have suggested, partly be sought when it helps an actor to promote his aims.  Second, to model shame as a cost is to ignore that actors do not just wish shame to go away, they wish to act in accordance with their standards.  

To see this point consider an example of Elster’s (1999: 301-6), which is offered as a counter-argument to the economic view, Becker’s (1996: 231-3) in particular, that shame and guilt can be modelled as mere costs to be avoided.  Imagine that you feel guilty for committing some act.  On the economist’s view, guilt is just a cost, and so you wish guilt merely to disappear.  Now imagine that there is a pill, a guilt-erasing pill, which makes guilt disappear.  The economist suggests we should just take it: what could be better than freedom to steal without guilt?  However, Elster argues, I think rightly, that “no person who is capable of being deterred by guilt would buy the pill.  In fact, he would feel guilty about buying it.  For him, taking the pill in order to escape guilt and be able to steal the book would be as morally bad as just stealing it.” (Elster, 1999: 303).    

That is, the point of guilt is that it makes you further motivated in future to do what you believe is right.  If you would so easily dismiss what you think is right, then you must not really think it right at all.  In this chapter I will show that the difference between shame and other forms of social sanctioning such as embarrassment and humiliation is that shame involves a commitment to certain principles, standards, or norms.  Most importantly, I am arguing that principles, standards and norms have a status as reasons for taking an action, and not as mere tastes, preferences or costs to be accounted for in a simple utility function.
  This argument also seems to suggest that reasons in particular work in an all-or-nothing manner.  That is, it seems that if one holds a reason for some action (i.e., believing something to be honourable) it is difficult to trade off that value with other values.  In this way, the theory of reasons has connections to the theory of framing (see Schick (1991, 1997) for explorations of framing and reasons for action).  So, if one frames a situation as one requiring honour, it is difficult to simultaneously frame it as one in which one’s desire to maximize wealth can be traded off against honour.

With these preliminaries out of the way, let me now turn to defining shame.

2.  Defining Shame: Feeling Ashamed and Shaming Others

I have suggested that shame is in some senses, defeasible.  That is, an attempt to shame an actor may be merely humiliating or embarrassing if the sanctioned actor does not hold the standard in question.  For this reason, I begin my discussion of shame by emphasizing how work on shame has made the holding of a standard to be a defining feature of shame.
2.1  Shame as a psychological state

In this section, I will follow Massaro (1997) in generally distinguishing between the noun and verb forms of emotional states and actions: that is, I distinguish between feeling shame and shaming someone, feeling embarrassed versus embarrassing someone, and so on.  So, I will attempt to define each concept (shame, humiliation, or embarrassment) in terms of “what it is to experience X” and “how to X someone”.

Let us first define shame as a noun.  Shame can be defined phenomenologically in one of two ways.  One is to describe shame in terms of its physiology, that is, the physical reactions which accompany shame.  The other is to define shame in terms of the content of the cognitions that accompany it.  Although the physiology of an emotion may be partly inseparable from its cognitive content, the cognitive content is the most important, particularly when we are dealing with “self-conscious” emotions such as embarrassment, shame, guilt and humiliation.  Because rational choice deals largely with intentional actions based on beliefs and desires, I will focus primarily on the cognitive content of shame.

We can think of the phenomenology of shame and other emotions partly in terms of the “action tendencies” (Elster, 1999: 281-3) that they produce, where action tendencies can be the result of both physiology and cognitive content.  Shame is defined largely by wanting a situation to end, and is accompanied by behaviours that are (unfortunately for purposes of classification) also co-extensive with other emotional behaviours: hiding the face, a downward gaze, shrinking behaviour and blushing (Keltner and Karker, 1999).  These displays are also familiar in cases of social anxiety, embarrassment, phobias, and sometimes with guilt (Andrews, 1999a: 44-9; Barrett, 1995: 43).  Thus, observing the behaviours of shame alone does not tell us when a person actually feels shame.

As for the cognitive content of shame, the first and most important point of note is that for social sanctions to be shaming and not merely embarrassing, the standard must be held by the sanctioned actor.  For example, suppose that I think that there is nothing wrong with using the wrong fork at a fancy dinner party.  My host however, sees it as a sign of a lack of respect and as being impolite.  He says, “how could you use the wrong fork?  That is very rude.”  Now, he wants me to feel ashamed, but because I do not regard flouting the rules of etiquette as a moral failing, I do not feel ashamed, but I am embarrassed that I am the centre of attention for such an act.

With the thought of shared standards in mind, let us state conditionally that an actor will feel shame when the following conditions hold:

C1.  An actor (A) holds a standard which is shared with another actor (B).

C2.  A takes an action which fails to meet that shared standard.

C3.  A’s action then, 

C3.a.  Is exposed to B, or,

C3.b.  Is imagined by A to be observed by B.

C4.  As a result of C3, A feels that his self is lessened in value, and wants to escape, disappear, or have the situation end, blushes and engages in hiding behaviour.

C3a and C3b correspond to what is known as exposed and anticipatory shame, respectively (Macdonald, 1999: 152).  Thus, anticipatory shame is closely related to guilt.  That is, anticipatory shame is felt by the actor, in the absence of exposure, by imagining how he would feel were his normative transgression exposed.  Exposed shame, then, will have more in common with embarrassment and humiliation than anticipatory shame.  I will be arguing further below that anticipatory shame really just is a form of guilt.

Now, the view that the holding of a standard is a necessary precondition is somewhat controversial.  Gilbert (1999: 18-9) holds for example that shame is to be understood in terms of being attractive to others whose approval is sought.  The issue of unattractiveness refers to being a failure, and so it is not the content of the disapproval that causes shame, but merely that one’s standing is lowered in the eyes of those whose approval one values.  However, this interpretation is merely question begging.  Feeling oneself a failure presupposes some standard that one has failed to live up to.  To say that the content of shame is simply feeling a failure focuses excessively on the outcome of shame and not its proximate cause.  Indeed, it is hard to imagine what it is like to feel a failure without any sense of what the failure is about.  This understanding of shame as not requiring the holding of a norm, is faulty because a defining feature of most emotions is that they have intentional objects (Elster, 1999: 271), and many argue that the intentional object of self-conscious emotions (shame, guilt, embarrassment, etc.) is the self itself (see Taylor, 1985: 57-8).  But for the self to be an intentional object, it must itself have some content.  If the self were thought merely to be some object with spatio-temporal contiguity, then there would be no self-consciousness at all.  Thus, the self must have some content for there to be self-conscious emotions, and the content of the self we are concerned with is the standard that one holds and has failed to live up to.

This view of shame as requiring standards is noted by Lewis (1999: 18-9): “Shame is best understood as an intense negative emotion having to do with the self in relation to standards, responsibility, and such attributions of global self-failure.  Shame is elicited when one experiences failure relative to a standard (one’s own or other people’s), feels responsible for the failure relative to a standard…”.  And further, “standards, rules, and goals are necessary and need to be incorporated in individuals’ cognitive capacities for them to judge whether or not their behavior meets or does not meet these standards.” (ibid).  Note that I differ here from Lewis’ account in that I argue that the standard must be held by both the sanctioner and the sanctioned, and hence disagree that shame is only elicited when failure to live up to a standard when the standard is either “one’s own or other people’s” (ibid).  

However, it is now that I must add a further condition to the conditionally defined version of shame presented in C1-C4 above.  The condition is as follows: shame can actually be experienced when an actor is sanctioned by an agent who does not hold the standard but the sanctioned agent does.  In chapter one I argued that if an egoistic actor attempts to socially, normatively sanction another egoistic actor, then the sanction will be ineffective because the sanction does not invoke a value (see chapter one, where my examples were trustworthiness, fairness, and dishonour).  This was because Coleman assumed that actors are norm-free and self-interested, and my argument was that egoism cannot produce effective social or normative sanctions because their normative nature presupposes value, of which an egoistic agent has no understanding.  However, this does not exclude the possibility that an actor may hold a standard (i.e., a value), and act against it, and then be sanctioned by an actor who does not hold the standard, and still feel ashamed.

For example, suppose that I think I should give to charity, and ceteris paribus, fail to do so because of a motivational failure.  Another actor, who I know does not give to charity nor does he believe that one should, then chides me for not giving to charity.  It is perfectly consistent that I should feel ashamed by his sanctioning, even though he does not hold the standard.  For the agent has made public the fact that I have failed to act according to a standard that I hold, and this reflects on my failure, and this is sufficient to cause shame.

What is of interest here is that the necessary conditions of shame are (1) the feeling that one has failed to live up to one’s own standard, and (2) that this failure is (or is imagined to be) made public.  That the sanctioner is not motivated by the same value or standard does not seem to be necessary or sufficient for inducing shame.  Note further that neither actual exposure nor the holding of the standard by those to whom a wrong action is exposed are necessary for shame.  

There are now two reasons why we should be cautious about the degree to which guilt is distinct from shame.  First, as noted earlier, anticipatory shame can be felt without actually being exposed.  Thus, it is not necessary, as is commonly supposed, that the action that fails to live up to a standard be publicly exposed: it is sufficient that one simply imagine a public exposure of wrongdoing.  Second, it is not necessary, if the wrongdoing is exposed, that the actors to whom the wrongdoing action is exposed actually believe the action to be wrong.

2.2  How to shame someone: Micelli’s taxonomy

In discussing the verb form of shame, that is, how to shame someone, it must be noted that there is a great deal of cultural variability in terms of what counts as shaming or what are the most effective or severe forms of sanctioning.  For any group that holds particular standards, even the slightest recognition of a deviation from a standard may be seen as shaming.  As Braithwaite, one of the most prominent academic writers on shame, puts it: “Measuring shaming is a tricky business.  This is so because of the subtlety, cultural diversity and indeed idiosyncrasy with which shame can be communicated.  There are many non-verbal ways of shaming- a sneer, a stare, a sideways glance…the sheer variability of shaming modalities creates great problems for cruder forms of data collection…” (1989: 118).

In my research I have found nothing quite as extensive on the behavioural correlates of social sanctions as that of Micelli (1992).  The nearest version of a taxonomy of the behavioural forms of informal social control is probably Black’s (1993) work.  However, Black argues that social control can be understood without reference to intentional action and can instead be explained entirely by the structures of social control, whereas I argue that reference to the intentional states of the actors is necessary for understanding social order and control.  Micelli’s taxonomy in any case is far more thorough than Black’s structural classification.

It should be noted that Micelli’s essay is in fact called “how to make someone feel guilty”, but in the view I develope here, the distinction between shaming and making someone feel guilty is a minor one.  I have even suggested above that to make someone feel guilty is just what shaming someone is: it requires that an actor (the sanctioner) point out to another actor (the sanctioned) that his action has failed to be in conformity to a standard that the sanctioned actor holds.

In Micelli’s view, there are two “essential” ingredients for an action to be guilt-inducing (1992: 82).  The first is that the actor sanctioned must believe that he is responsible for an event.  By responsibility Micelli means either (a) that the actor caused the event, (b) that the actor had the goal of causing the event, or (c) that the actor could have prevented the event and failed to do so.  Second, to make someone guilty it is necessary that the actor has a “negative evaluation of harmfulness” of the event.  The second condition essentially restates my premise that the actor holds the standard.

With that introduction, let me now elucidate Micelli’s taxonomy.  

2.2.1
The Micelli taxonomy

I.  The first type of strategy considered by Micelli is what she calls aggressive, by which is meant the fact that one confronts the person who is meant to feel ashamed
, and makes explicit the nature of the failure to conform to a standard.  There are three different forms of this confrontational or aggressive strategy.

a. The first is accusation.  Accusation entails the mere accusation: “you did X”.

b. The second aggressive strategy is reproach.  Reproach involves stating that an actor should not have taken a particular action.  E.g., “You should never do X”.  Reproach can be achieved by using one of five strategies.

i. Transgression: here an actor has it pointed out that he has taken an action which transgresses a particular standard (e.g., “don’t you see that you’ve done something which violates standard X”.

ii. Appealing to shared values: in this case an actor makes another actor feel ashamed by pointing out that, knowing which values the other actor holds, that the action taken cannot be consistent with the values that both actors hold.

iii. Calling attention to a significant other: with this strategy, an actor makes implicit reference to values without actually doing so by pointing out that some other actor who is significant to the actor will judge the action negatively (e.g., “What would your mother think of your action?”).

iv. Getting the actor to identify with the harmed party: here an actor can simply invoke role-reversal (e.g., how would you like it if you were that person?”).

v. Invocations of fairness: one can reproach someone by pointing out that considerations of fairness or desert argue against the action that was taken (e.g., “After all B has done for you, you should not have done that.”).

c. There are also aggressive strategies which focus on attacking justifications and excuses.  For instance when an actor attempts to deny either responsibility for, or the negative evaluation of, the action, this excuse is challenged.

d. The last aggressive strategy is that of withdrawing affection.  One can simply withdraw one’s usual forms of affection to signal that a wrong action has been taken.

II. The second class of strategies for making someone feel ashamed is that of ostensive strategies.  These strategies involve merely pointing out the consequences of an action, and leaving it up to the sanctioned actor to realize that this action has a negative evaluation.

III. The last general strategy of inducing shame is what Micelli calls adoptive strategies.  These strategies share a resemblance to Braithwaite’s (1989) theory of “reintegrative shaming”, in that they attempt to restore the breach in a relationship which has been caused by a wrong action.  There are five types of adoptive strategies.

a. Forgiveness: this is what Micelli calls a direct adoptive strategy: in forgiving B, A shows B that A considers B to be guilty of some action, which is likely to induce shame.
b. Offering justifications and excuses: ironically, one can attempt to make an actor feel ashamed by offering excuses or justifications for the action.  This can make the actor feel ashamed in two ways (what follows here is my own argument, not Micelli’s).  First, the excuse or possible justification may be one that the sanctioner actually knows does not hold for the sanctioned actor.  Second, the excuse offered may be true but feeble: that is, the justification for the action offered by the sanctioner may not be sufficient to justify the action, and hence induces shame in the actor.

c. Refusing reparation: in this strategy, one is adoptive in that one does not require that the actor make a reparation for the wrongdoing action.  However, in so doing, one signals that one does not really wish that an actor make any reparation because the damage done cannot be made up, which induces shame in the actor.

d. Turning the other cheek: here one can induce shame by allowing oneself to be harmed.  In so doing, one can make clear to the wrongdoing actor the fact that their action is wrong by not offering the expected resistance to the action.

e. A similar strategy is to return good for evil: one can induce shame by doing what the actor should have done, or by not responding with a sanction.  For instance, if A asks B for a favour and B refuses, A can do a favour for B to show B that A thinks that B should have done A the favour.

2.2.2.  Comments on Micelli’s taxonomy

There are three brief remarks I wish to make on Micelli’s taxonomy.  First, note that all of the instances she discusses presuppose that the sanctioned actor either does understand or is capable of understanding the evaluative content of the standard which his action has flouted.  This corresponds to my premise that all shaming or normative sanctions require that the sanctioned actor already has a normative sense.  Second, and more importantly, only one of the strategies explicitly mentions a particular value to be invoked.  However, I would argue that while all of the strategies mentioned by Micelli are “all-purpose”, that is, they can hold for any value that has been flouted, it may be the case that certain values are more consistent with certain types of shaming strategies.  For instance, if A thinks B has acted unkindly or impolitely, he would be less effective in employing an aggressive strategy, which may itself be unkind or impolite.  That is, I merely wish to point out that certain types of shaming strategies must be consistent with the value that they invoke.  However, I will not pursue this argument further here.

Lastly, note that Micelli does not distinguish between responsibility for an action in terms of distinguishing between knowingly doing wrong, and doing wrong but not knowing which action was right.  Does this distinction matter for the types of shaming strategies as discussed by Micelli?  I believe it does.  If an actor does not know what is right, certain of the strategies will fail.  For example, if an agent does not know what is right, the strategies which rely on implicit reference to the consequences of an action will be ineffective, because they do not show why the action taken was subject to a negative evaluation: they will only point to consequences that an actor could or would have foreseen anyway.  Hence, in the case where an actor is trying to learn what is right, a strategy which relies on implicit understandings of evaluations of actions will fail, as the sanctioned and sanctioner have two different understandings of the normative evaluation of the situation.

2.3  Conclusion to the Definition of Shame

I have here suggested that crucial to understanding shame is the actor’s own normative understanding of the action being wrong.  That there could be social sanctioning that did not assume as much is shown to be logically fallacious in chapter one, and is shown to be inconsistent with the psychological literature reviewed here.

It may be objected that I have shown shame and guilt to be so similar, in that both essentially rely on a form of self-criticism based on one’s failure to act according to one’s own normative motivations, that I must be mistaken, for surely shame and guilt are quite distinct concepts?  My reply to this objection is two-fold.  First, folk psychology is never an ultimate arbiter of the psychological reality of the culture of which it is a part: a culture can have concepts and terms about emotions that are relatively primitive compared to their emotional reality (Elster, 1999: 255-8; Williams, 1993: 91-3).  Second, it can be that shame and other emotions just really are overlapping: a folk psychology just can contain emotional concepts that are vague because that is the way the emotions really are.  There need be no reason that emotions cannot have multiple realizations.  For example, there is no term in English for schadenfreude, the German term for the experience of happiness at the suffering of others whom we do not like, especially those who have successes we think are undeserved.  But we might be able to describe this feeling as a combination of envy, vengefulness and joy, and it would be no less true that envy, vengefulness and joy are distinct terms that just can overlap.  

Given this difficulty in the very understanding of the emotional concepts we are examining it will be helpful, in order to further define shame, to contrast shame with other emotional states characterized as self-conscious emotions.  This is the aim of the next section.

3.  Rational Shame and Self-Conscious Emotions

3.1  Shame versus Guilt

In this section I will show how my general approach to rationally chosen shame compares with other discussions of shame in psychology and philosophy particularly.  I will argue that shame and guilt are not so different as many academic accounts, as well as folk psychology, would have us think.  In particular, I point out that in normative matters, shame presupposes guilt.  Shame acts to supplement to our normative commitments, commitments we will feel guilty about when we do not act on.  I argue that if we did not feel guilt over a violation of a personal normative commitment, then one would feel merely embarrassed in front of others, not ashamed.  Of course, I do not argue that shame and guilt are the same, merely that shame and guilt play highly complementary roles in maintaining one’s normative commitments.
Let us begin comparing shame with other self-conscious emotions with a further examination of the distinction between shame and guilt.  Among the basic distinctions made are that shame is public (or imagined to be public) whereas guilt is private.  There is a further traditional distinction made in the psychological literature, although I shall argue against this distinction as being too strong.  The distinction is that shame is related to a perceived flaw in the self, whereas guilt concerns a specific act or omission (Barett, 1995: 27; Elster, 1999: 17; Massaro, 1997: 660, 670-1; Sabini and Silver, 1997: 3; Tangney et al., 1996).  In other words, shame is a self-assessment related to one’s character, whereas guilt is an assessment of a particular action.  Following this distinction, guilt is often said to concern an “active” self, and shame a view of the self as “passive”.  We can translate the last condition as related to the common distinction between the action tendencies related to shame and guilt: guilt is said to motivate actors to make reparations, whereas shame motivates anxiety and a desire to avoid social visibility.

This view of the distinction between shame and guilt, however, relies on a spurious distinction between character and action.  The self whose character is shamed has been described as shameful because of certain actions for which the actor can be described as responsible.  But character is just a set of past actions and action tendencies, and the actions that follow from those tendencies are the specific foci for guilt.  But one is also responsible for the action tendencies which caused the action: that is, feeling guilty will also necessitate feeling ashamed, in that the agent must feel responsible for the characterological tendencies that caused the action.  

Sabini and Silver (1997: 5) make the connection between agency and responsibility, guilt and shame, as follows: “If a person knows herself to be guilty of some transgression…then the person must also believe that the transgression was her responsibility.  But if the transgression is one for which she is fully responsible, then it followed from her decisions, and, most likely, from her character, from some flawed aspect of her character”.

This is not to say that shame and guilt are invariably the same.  One can make some distinctions between shame and guilt as having to do with different domains of activity about which one may feel either emotion.  There can be guilt that is shameless.  I can feel guilt about my own violation of a personal rule: perhaps I broke my diet and ate half a cheesecake (Ainslie, 1992: 322-3).  However, Sabini and Silver note that in the social or moral domain there can be no guilt that is also shameless (1997: 6-8).  We might call this guilt shameless just because it has no negative externality, but it will still be like shame in that we can have anticipatory shame about our weak-willed action tendencies being exposed.

There is also the phenomenon of shame that is guiltless.  Handicapped or deformed people are often ashamed of their bodies, even though they are not responsible for the condition (Tantam, 1999); people who have been sexually assaulted also often feel shame, although they were not responsible for the assault (Andrews, 1999b).

3.2  Shame versus Embarrassment and Humiliation

Shame can easily be distinguished from embarrassment on the standard-based view taken here of shame and guilt, even though shame and embarrassment may overlap.  The difference between shame and guilt, then, is concerned with whether the actor holds the standard.  As in the example of using the wrong fork, if the actor does not hold the standard in question, the attempt at shaming will succeed in merely embarrassing the actor.  However, the action tendencies of shame and embarrassment do share a desire to disappear and blushing, but embarrassment is usually also met by smiling or laughing at oneself, which shame does not (Tangney et al., 1996).

Distinguishing between shame and humiliation then follows along the same lines as the standard-based distinction between shame and embarrassment.  Sanctions that aim at humiliation more than shame will likely concern a standard that is not held by the sanctioned actor.  What shame does have in common with humiliation is the feeling that the self is lowered in value in the eyes of others.  Because humiliating sanctions are by definition meant to be degrading, whatever standard is involved, the sanction is meant to make the self feel worthless (Massaro, 1997).

Having now distinguished, as much as is possible, between shame and other self-conscious emotions, there is still more to be said about the psychological phenomenon of shame.  Many, in particular sociologists, will suggest that shame is just a natural by-product of a natural human desire and/or tendency to conform.  I discuss this assumption partly in chapter three, but I will use the next subsection to examine how shame is similar and dissimilar to conformity, influence and persuasion.

3.3  Shame and conformity, influence and persuasion

Shame can be seen as a function of either the psychological phenomena of conformity, influence or persuasion, or some combination of the three (Scheff, 1988).  First, it is trivially true that shame is meant to induce conformity.  Behaviourally speaking, shaming someone is an attempt to bring about a particular behaviour to which others conform.  However, conformity is usually taken to be its own motivation. That is, conforming is seen as a behaviour that is undertaken just because one wants one’s own behaviour to be like that of others.  But my aim is to show that shame is (a) an experience with cognitive content, and (b) can be an intentional behaviour.  If my position is correct with respect to shame, then shame cannot be explained as “just” a process of conformity.

However, there is a more, I believe, natural and rational way to represent shame in terms of familiar psychological phenomena, which is to see shame as a process of influence and persuasion that produces conformity.  That is, we can simply view conformity or non-conformity as the dependent variable which feeling shame or not feeling shame produces.  Shame may itself be a function of successful influence, as I argue it can be.  Shame is the result of influence, in the intentional theory of shame developed here, in as much as it changes the degree of importance for a normative factor within an individual.  This process may be represented in the causal path model represented in figure 1 below.

Figure 2.1

Shame as a process of influence which induces conformity




There are two processes that are involved in the usual discussion of influence: normative and informational influence (Deutsch and Gerard, 1955).  Normative influence is the result of simply wishing to act in conformity to the expectations of others, where the expectations are that the behaviour should be like that of the majority of the group.  This is what is usually meant by conformism, as discussed above.  It should be noted that there are two different versions of interpreting such conformity to be rational.  On a weak version of rational choice theory, what is rational is just what best satisfies one’s desires.  So if one desires that one’s behaviour is like that of others, then it is rational that one act like others if possible.  On a stronger version of rational choice theory, that one wishes to be like others must entail that one wishes to be like others for a particular reason.  This reason is one that responds to a value or normative conception that one holds; that is, there is a content to what one wants to be, such as honourable, trustworthy, fair, sexy, masculine, or vengeful, and these values are reason giving.
  

As in the discussion of Elster’s guilt-erasing pill above, it would not be sufficient merely to be behaviourally consistent with others’ behaviour: one must be doing so for the right reasons.  For example, if we took the weaker version of rational choice, and one only wished that one’s behaviour was like other people’s, this would be true regardless of the content of the group “identity”.  That is, we could imagine finding such a conformist and asking him why he wanted to conform to the behaviour of some reference group, and him simply replying “I don’t know, I just want to be like that group”.  If this is the case, one would be willing to take a conformity pill, which would have two functions: (a) it would enable you to analyze that group of people to which one wished to behave similarly to and discern those behaviours that were most common amongst all members, and then, (b) enable you to imitate those behaviours perfectly.  Now, the pure conformist would perhaps take the pill, but I doubt that such a person would be human, at least if we think humanity is partly defined by acting on reasons.  If we assume the case of the conformist on the stronger version of rational choice, it is more likely that he would not take the pill, because his desire to conform is not based in a utility that allows him to behave similarly to the members of a reference group.  Instead, he wants to be like the members of the group because they are “cool”, “tough”, “noble” or what have you.
   

So, I am arguing that normative influence or conformism, where it does exist, is distinct from shame.  However, shaming, on the intentional, cognitive view of shame that I have developed here, has a great deal in common with informational influence. In contrast to the rather brute causal forces behind normative influence, informational influence is influence that occurs by providing information about why one should act in conformity with the norm.  The information provided can concern physical or social reality.
  It is my view that either type of influence is rational: that is, there are no causal forces working “behind the actor’s back” (as it does in normative influence) to make him conform.  Instead, the agent receives information, evaluates the utility of that information for obtaining his objectives, and uses that information if it does serve his objectives.

On this rational interpretation of accepting social influence, concerning physical reality, one kind of rational influence is that, if I wish to become a car mechanic, it is rational for me to be influenced by an accredited car mechanic.  In social reality, if I wish to be part of a group whose main source of identity comes from excellent manners, I would be rational in taking advice from some group member who knew what offended other people generally and what did not.  

My argument that the process of forming friendships and joining groups that help to reinforce one’s normative commitments can be rational and intentional is aided by the account of informational influence.  However, the informational influence account only supports one version of the rational, intentional theory of shame that I have offered.  Recall from Table 1 that according to two different types of preferences, there are two different functions of friendship and group membership choices.  Where preferences are uncertain, the function of friendship and group membership choices is to help one to learn what is right.  This has obvious similarities to informational influence with respect to social reality.  However, for weak-willed preferences, the function is to help reinforce and bolster one’s strength of will to act on particular commitments.  This has no obvious corollary in the theory of social influence in psychology, which I believe is an original contribution of the argument here.

Let me now show that my account of shame differs from a similar model in the theory of rational choice.

3.4  Shame and Non-Standard Expected Utility Theory

The way I have characterized shame as a response to an action that an actor took and knew (or later knew) to be wrong would seem to be simply an instance of an alternative theory of expected utility, namely the regret theory developed by Bell (1982) and Loomes and Sugden (1982).  That is, at first glance, it seems that being ashamed just is a form of regret: I regret that I did some action that I knew to be wrong, and hence feel shame.

However, the difference between regret and shame is that in regret, you do not wish that you had done differently.  That is, regret
 theory concerns comparisons between one state of affairs with another state of affairs that might have been chosen.  So for instance, suppose that I am given a choice between two gambles; gamble A is a .2 chance of 8 pounds, and gamble B is a .8 chance of 2 pounds.  Suppose I choose A, and do not gain 8 pounds.  I do experience regret when I think of the possibility of getting 2 pounds, but if I could make my choice again, I would still choose to take gamble A.  I merely accounted for the prospect of regret when I made the choice.

It may seem that the parallel with shame is simple: suppose I can steal from the office or not steal from the office.  If I steal from the office and get caught (and suppose I still get to keep the goods), the argument is that if the shame is outweighed by the value of the goods, then were I to be in the same situation, I would do the same thing over again.  However, this simply restates the “shame as a cost” view discussed earlier, and is incorrect.  The fact that you feel ashamed means that, at the time of feeling shame, if you could go back and make your decision again, you would not make that same decision.  In this way, as I have tried to argue, shame is better understood as a means of reinforcing (normative) reasons for action one has, not simply costs and benefits in a hedonic calculus.
  

It seems that even one of the developers of regret theory, Robert Sugden, agrees with this characterization of the limits of regret theory with respect to explaining self-conscious emotions such as shame, in as much as shame relies on actually holding a standard, not just weighing it against other possible outcomes.  Sugden questions the formulation of regret theory as it might apply to self-recrimination versus simple regret in stating “…the intensity of regret depends on more than a simple comparison of ‘what is’ and ‘what might have been’.  It may depend also on the extent to which the individual blames himself for his original decision…the neglect of this dimension of regret…is a serious obstacle to the development and generalisation of regret theory”.  (Sugden, 1985b: 79).

Hence, we can safely dismiss regret theory as a quick and easy model to assimilate the phenomenon of shame.

4.  Conclusion: Rational Shame as Reinforcing Reasons versus Reducing Costs

I began this chapter by introducing what I have called “Coleman’s paradox”.  The paradox was that sanctions appear to be effective partly because the sanctioned actor actually accepted the sanctioner’s definition of which action is right or wrong, despite not taking the action judged to be right.  I then showed that on an understanding of the actor as possessing more than one preference ordering, or commitments with differing strengths of preference existing at different times, Coleman’s paradox is no paradox at all.  If an actor can foresee that he wishes to act on one preference ordering and is so motivated at the time, it is not inconsistent or irrational to accept sanctions (indeed, to seek out such sanctions through one’s friendship and group membership choices) that reinforce the strength of that preference and commitment.  I argued specifically that, using Ainslie’s model of weak will as hedging on personal rules, that shame can be rationally sought and accepted in order to promote one’s own aims in that other people can help us to enforce our personal rules.  However, if the enforcement of rules by others fails to respect that the agent has, autonomously accepted, intrinsic reasons for enforcing the rule, then either the intrinsic motivation gets crowded out, or the other person as a co-enforcer of the rule is “removed from his post”.  This motivational crowding by other people of one’s intrinsic motivation which disrespects an actor’s autonomy underlies my argument against Coleman and Hechter in chapter one, and is further explored in the following chapter.

This account of shame accords with much of the psychological literature on shame, but I argued in contrast that this literature follows (an imprecise) folk psychology too far in distinguishing between shame and guilt.  I then discussed how shame is also distinct from embarrassment and humiliation, in that shame requires the holding of standards.  I also showed that the psychological processes of influence and persuasion can lead to a form of “rational” conformity which is also similar to one version of rationally accepting shame, that where preferences are uncertain.  I lastly concluded that the account of shame advanced here differs from regret theory in that an actor wants to uphold certain standards and wishes he could take back the action because the actor really does want to act according to the standard, but an actor who feels regret has no such commitment to another standard he wishes to act upon.

This account of shame is unlike any other in the literature of which I am aware, and suggests a new direction for the study of group solidarity and the use of social sanctions in promoting norms that is an alternative to the standard rational choice account of these phenomena offered by Coleman and Hechter in chapter one.  In the next chapter I discuss how this approach, which assumes intrinsic normative motivation, has implications for the design of incentives and monitoring systems in groups.
Chapter 3: The Economics of Shame in Work Groups: How Mutual Monitoring can Decrease Cooperation in Teams

1.  Introduction: Social Pressure Through Monitoring  in Agency Theory

In the last two chapters I have suggested how social pressure works to produce shame.  I have shown how shame can be something which is rationally accepted by agents to help them achieve their aims.  I suggested that in such a framework, shame can act as a complement to guilt.  However, when shame threatens to act as a substitute to guilt, that is, to remove the role of the agent’s own convictions in promoting compliance with a norm, the shame may actually undermine the agent’s own compliance with a norm.  In this chapter I elucidate further the limits of shaming as a form of social pressure to induce compliance with norms by relating my arguments to those of motivational crowding theory as developed in psychology and economics.

As mentioned in the introduction and the first chapter, one of the primary cases used in the history of sociology to study group dynamics and social control has been the work group (e.g., Homans, Roy).  In this chapter I also turn to the work group as an example of how social pressure can operate.  However, I try to update the example by turning to recent economic theory on incentives in teams.  I show that in relying on naïve assumptions concerning the efficacy of social pressure, that economic models of social sanctioning in teams are succeptible to the same rational choice criticisms of normativism that Hechter makes.  However, obviously, unlike Hechter, I try to show that intrinsic normative motivation matters to how social pressure actually works.
Let me now turn to the issues in economic theory mentioned above.  The principal-agent problem is one of the foremost difficulties in the field of incentive design (Campbell [1995] presents a recent discussion).  The problem is one of asymmetric information: because a principal lacks information about the agent’s ability or his intention to work, the principal must find some means of discovering or eliciting that information to ensure performance.

Principal-agent theory recognizes many mechanisms for promoting performance, and I will focus on only one here: the use of group piece-rate incentive schemes.
 Under such schemes, instead of paying an agent for each piece produced, agents are put into groups and paid based on the aggregate output of the group (Petersen (1992a), and see eq. 1 in the appendix).
  Because each agent relies on the others for pay, the firm shifts the monitoring burden onto the agents in the group.  Before addressing the potential efficacy of monitoring, note that the incentive structure of a group piece-rate scheme is that of a public good, and hence is susceptible to free-riding.  Principals must believe, therefore, that mutual monitoring in the group will alleviate the free-rider problem, and ensure performance, in a way that will be more efficient than the alternatives of (1) monitoring by the firm, (2) individual piece-rate incentives, (3) simply using salary pay, or some combination of the three.

The study of social sanctions in sociology, as mentioned before, was pioneered in studies of work groups.  Group piece-rate incentive schemes have often been studied by sociologists (Burawoy (1979), Homans (1951), Roy (1953), and Whyte (1955)) who generally argue that the threat of social sanctions from other group members will ensure that each agent contributes his share to the labour input.
  This assumption, recently developed more extensively in economic rational actor models (discussed below), is roughly as follows: being in a group promotes group identity and a sense of having a mutual fate; group identity and mutual fate creates the threat and fear of disapproval from other group members; therefore, the task for which the group was created will necessarily be successful, for no single agent will want to deviate from what benefits the group.

It has been argued, in contrast to the sociological assumptions, that not only will the good not be produced for game-theoretic dominance reasons which predict no contributions, but nor will anyone undertake sanctioning, for social sanctioning is merely another public good of a second-order, and the Nash equilibrium is to neither contribute to the public good nor to sanctioning others (see Boyd and Richerson (1992), Calvert (1995) Heckathorn (1993) and Sethi and Somanathan (1996) for formal models of sanctioning
 in public good problems and discussions of conditions under which sanctions in public goods problems might emerge).  I too will argue that mutual monitoring is potentially ineffective, but not from the view that egoists will fail to cooperate on the first- or second-order public goods problem.  Nor will I follow Hechter (1987) in assuming that all groups require formal organization to undertake the monitoring and sanctioning needed for ensuring cooperation.  In contrast to standard economic assumptions, I will employ psychologists’ model of hidden costs, or what is known in economics as the motivational crowding effect (Frey, 1997a; Frey and Jegen, 2000) to explain the potential failure of mutual monitoring.  On the assumptions of motivation crowding theory, agents can be intrinsically, and specifically in our case normatively, motivated to “do their share” in contributing to a public good, but excessive external intervention which is perceived as controlling may lead to a decline in their motivation to act cooperatively.
  Much work on crowding has dealt with relationships between principals and agents, but none has shown how principal’s behaviour can lead to motivational crowding within a group.  In the next section I will discuss how the implicit presence of the price mechanism in social relations in groups may lead to a similar crowding-out of the normative motivations which lead to cooperation in teams.
2.  Social Rewards and Sanctions in Work Groups: Previous Economic Models

Recently, economists have pointed out that not just pecuniary and disciplinary punishments can serve to reinforce desired patterns of action, but also that social sanctions and social disapproval can be shown to have an effect on behaviour.  In this section I will make two critiques against these models.  One critique addresses the idea, recently put forward by some economists, that egoistically motivated agents can effectively socially sanction one another, which I argue is theoretically incoherent.  The second critique is that economic models that accept that social sanctions can effectively bring about desired conduct have tended to mis-specify the nature of the utility for approval that leads actors to respond to social sanctioning.

2.1 An a priori argument against theoretical derivations of social sanctions from egoism 

Before addressing the particular economic models that in different ways attempt to show how egoistic agents sanction one another and accept social sanctions, I shall make a very brief a priori argument against this idea.  Take the following example: suppose that you and I are two egoists, and have made no agreements to cooperate in a prisoner’s dilemma-type situation.  As the standard economic model predicts, neither of us cooperate.  Now suppose that you decide that it will be in your interest to disapprove of, or socially sanction, me to get me to cooperate.  It is common knowledge that we are both egoists.  Your problem in attempting to socially sanction me is to invent any kind of content to your sanction which is not transparently self-effacing.  For, what could you possibly say to me that would switch my behaviour into the desired direction if you are an egoist and I am as well?  Your emotional reaction cannot be anything other than anger that I did not happen to act so as to put more money in your pocket (Rawls, 1971: 488).  Even if I were non-egoistic and could accept an appeal to some value that might make me feel guilty or ashamed for non-cooperation, nothing that you as an egoist can say will motivate me to change my behaviour, as you have not pointed out any fault in my character or a failure to act according to a standard that you yourself accept (or can understand), as you have no such standards, nor any values which uphold them.
  Conversely, if I am non-egoistic and you are egoistic, there is nothing I can say to you that will persuade you that you should comply with an obligation.  The evaluative content needed to deliver or accept a social sanction that is even intelligible, let alone persuasive, is unavailable to any egoist, and therefore any economic model which attempts to show that rational egoists can create cooperative behaviour through social sanctioning is necessarily mistaken.
 

2.2 Specific arguments against theoretical derivations of social sanctions from egoism 

I address three such proposals for the evolution of effective social sanctions from egoism here.  First, it has been suggested that social sanctions would be effective because agents have an intrinsic utility to conform to social norms (Jones, 1984).  In addition to the fact that this model effectively dissolves the problem it is meant to address,
 we may note Sugden’s (1985a) critique of this argument that an intrinsic utility to conform is quite different from an intrinsic utility to respond to social pressures to conform.  If all agents had intrinsic utility to conform there would be no need for social pressures at all; at worst humans would face coordination problems concerning which norms to adopt.  If we have intrinsic utilities to respond to social pressure to conform, we must conform because we are given reasons why some norm is good for the agent, for the collective, or some other normative reason, which necessarily will be exogenous to the model (Kuran, 1995).  

A second model is that in which “peer pressure” is explained by the fact that “…as long as a worker is told that he is to punish the neighbor on his right or suffer punishment from the one on his left, he will carry out the punishment.” (Kandel and Lazear, 1992: 813).
 Of course, the problem here is that this merely restates the problem of collective action but at the “second-order” level (i.e., why not free ride on other people punishing non-cooperators, and why not free ride on the efforts of those who punish those who fail to punish those who don’t cooperate, and so on?).  Some formal solutions to the punishment problem have been proposed in which costs of sending and receiving punishment and levels of interest and information vary (Boyd and Richerson (1992), Calvert (1995), and Heckathorn (1993), Sethi and Somanathan (1996)), but all such models must either (i) assume that some agents are already normatively motivated, in which case they are subject to the problems discussed in 3.2 below, or (ii) are subject to the a priori criticism of egoism and social sanctions that I have made above.

A similar standard economic approach suggests that a prosocial motive can be acquired in the form of an altruistic interest in others from selfish motives (Rotemberg, 1994).  Here, the worker who does not have any sentiment for other workers, and hence knows that he is unlikely to have that other worker reciprocate work effort, can effectively force himself to like the other agent, because he realizes that this will be economically advantageous for himself.  Rotemberg suggests that we can acquire a “taste” for altruism merely by spending time with other agents, much in the same way that an agent can acquire a taste for bourbon if one drinks it often enough.  Two problems arise here.  First, it assumes that an agent can come to have positive regard for anyone, and this is an implausible assumption.
  Second, this model assumes that the agent can actually bring himself to adequately fake his esteem for another agent.  Although falsified approval is surely possible and perhaps occurs often, it should not be taken as the ideal type.  As a definition of friendship it is mistaken (Lane, 1991: ch. 12), and further such “pseudo-regard” is likely to be detected (Offer, 1997).  

In sum, although these models may be more parsimonious as they rely on the standard economic assumptions, their conceptual implausibility is an argument for slightly more complex, but more realistic, models of social sanctioning in work groups.

3.  Social Relationships as Supportive or Controlling External Intervention

Behind these criticisms lie a few simple assumptions about how social relationships motivate human agents to act on their normative beliefs.  First, humans cannot approve of one another based on price alone.  Second, the mere fact of another agent’s disapproval is a necessary but insufficient factor in explaining a change in behaviour.  Here I will focus on how mutual monitoring may itself be a form of disapproval which affects one’s normative motivations.  This requires a brief discussion of motivation  crowding theory (section III.1), and in section III.2 I will show how the assumptions of motivation crowding theory suggest that mutual monitoring can decrease normative motivation.  Section III.3 discusses different responses to monitoring based on motivational type.  

3.1 Motivation crowding: Controlling vs. supportive external interventions

I will here provide only a very brief summary of motivation crowding theory, and refer the reader to other sources for a more thorough discussion and bibliography (Frey, 1997b; Frey and Jegen, 2000).  However, first, I should provide a brief history to the arguments behind motivational crowding theory in economics.
The first, and still most famous, example of motivational crowding comes from Richard Titmuss in his book The Gift Relationship (1971).  Titmuss examined the amount and quality of blood donations in the United States and the United Kingdom.  In the UK, blood donation is purely voluntary, whereas in the US there is cash compensation for blood donation.  In the US, the quality and amount of donations for blood was lower than in the UK.  From this fact, Titmuss concluded that two very different motivations underlay donations.  In the UK, Titmuss argued that donations were made from altruistic motivations, whereas in the US, motivation was based on the prospect of material gain.  This fact, argued Titmuss, suggested that those who would have been altruistically motivated to give blood had had their altruistic motivations crowded out by the presence of the price mechanism.  The reason for the higher levels of blood donation in the UK, argued Titmuss, was because the price mechanism prohibited altruistic individuals from donating.

Kenneth Arrow, in his famous review (1971) of Titmuss’ book, offered an alternative interpretation of Titmuss’ data.  He suggested that because Titmuss’ data was not longitudinal, that it could not be shown that altruistic motivation had been crowded out.  Indeed, argues Arrow, it may have been the case that there was no such altruistic motivation in the first place, and it may be this very fact that accounts for why price incentives had to be introduced.  In any case, Arrow suggests that the existence of the price mechanism only expands the motivational space for blood donation: self-interested individuals can get money, and altruistic individuals should still feel a sense of “warm glow” because they have done a good thing (and if they didn’t want the money, they can donate it to a charity, thus helping another cause).
Many others, but most notably Peter Singer (1973), defended Titmuss’ view.  His argument was that Titmuss’ original insight still held, because of a “demoralization” effect, in which quite literally the moral aspect of motivation is de-emphasized because of the presence of the price mechanism.  That is, the existence of price does actually work motivationally such that either one responds to a pure altruism incentive, or to a selfish incentive which is based on the prospect of monetary gain.  The intuitive argument suggested by Titmuss and Singer has a great deal of plausibility, and much evidence of motivational crowding confirms this, as I discuss below.
So let us consider the general form of how motivational crowding plays a role in economic theory.  When principals wish to bring about some form of behaviour in agents, it is assumed that some form of action by the principal must be taken beyond merely contracting for the agent to take the required action.  The principal’s actions can be in the form of rewards or punishments, which may come in a variety of forms but economists focus on the use of pecuniary incentives.  Agents may or may not be intrinsically motivated to undertake the task, and they may be intrinsically motivated by virtue of either (i) enjoying the task itself or (ii) because they are normatively motivated to comply with their obligations.

Rational choice theory assumes that if an agent is willing to undertake some action initially, then offering an incentive to undertake the task or a punishment for failure to undertake the task can only bring about more of the required action.  Motivation crowding theory, in contrast, suggests that such external intervention may lead to an “overjustification” of the action for the agent, and results in the agent feeling either (i) a diminished sense of self-esteem concerning his ability (where the principal lacks confidence in the agent’s skills), or (ii) that he is not trusted to take the action without monitoring or incentives.  

As an example of monitoring crowding-out intrinsic task (and/or perhaps normative) motivation, consider Barkema’s (1995) result that managers who are more extensively monitored in fact perform less than those in whom greater trust is shown (see Frey (1993) for a theoretical model).  As an example of crowding-out normative motivation by use of the price mechanism, take Gneezy and Rustichini’s (forthcoming) study of the use of fines for parents who picked up their children late from day-care centres.  In the group that was fined, the lateness of picking up children increased, and stayed at the same level when the fining was removed; a control group with no fining stayed at the same level throughout the same period.

Not all forms of external intervention lead to crowding-out, however.  When intervention is seen as either supportive or as recognizing the agent’s general capacities (see Frey, 1997b), then the intervention leads to crowding-in intrinsic motivation.

In short, when a principal provides excessive rewards or price incentives or other forms of disciplinary intervention (e.g., monitoring, imprisonment, fining) the agent either changes his preferences or changes the way he perceives the situation (Frey and Jegen, 2000:  6-7).  I am concerned with the situation in which a change in frame (i.e., perceiving the situation) occurs by virtue of monitoring, as described by Lindenberg and Frey (1993): “Frame switches have…been observed...where monetary rewards displace a normative frame by a gain frame” (Lindenberg and Frey, 1993: 200).
  My argument is that what I will call the suspicion effect below is a result of a change in frame due to the regime of mutual monitoring, in which agents are likely to switch their framings of situations from normative to gain frames; this leads agents to see what might be normal acts of friendship as instead acts of monitoring.

It should be noted that the assumption of framing is, as it might be put, a strong and not a weak version.  On a weak version of framing, individuals can slide easily between different framings of situations, perhaps weighing each up and then deciding what frame to use in the situation.  The view taken here is stronger, in that it assumes that once you are in a frame, only some exogenous factor will force one out of that frame and into another.  This fact is important, and its implications are important for the policy implications of motivational crowding theory.  For instance, in Le Grand’s recent book (2003) which explores implications of motivational crowding theory for public policy, the strong or weak version of framing being employed has enormous consequences.
  Say that one believed that the current use of performance related pay crowded out intrinsic normative motivation.  It is not clear that were performance related pay were to be abandoned, that the doctors would revert back to a normative frame.  I make no assumption regarding the dynamics of frames over time, but only note here that in the static situation, I am assuming a strong version of the psychological framing hypothesis.
3.2 Mutual monitoring as distrusting and controlling intervention

To make the crowding out model clear with regard to mutual monitoring, two assumptions must be stated at the outset.  First, agents must be assumed to be capable of some kind of moral argument or reasoning about obligations which is the content of rational social persuasion.  Second, it must be assumed that agents are normatively motivated to differing degrees.

It is once we assume varying degrees of intrinsic normative motivation in a population of agents that the problem of mutual monitoring becomes interesting, and problematic.
  The problem has two components, which result from the presence of the price mechanism in the formation of the group.  First, because principals effectively assume that agents will become friends (i.e., have positive affect for one another, like one another, or what have you) such that social sanctioning can ensure performance, then the friendships which may ensue may seem to have a coerced element to them.  Call this the manipulation effect. Second, as a consequence of the manipulation effect, if friendships do in fact emerge, it may be the case that agents will necessarily have the worry that the friendships are, if only in part, motivated by egoistic motives, in which the egoistic agent fakes his friendship so that he will achieve optimal pay.  This is precisely the coerced friendship that Rotemberg suggests the agent can force himself to adopt, and thus fails to note that friendships lose value when friendships are externally coerced  or are undertaken for non-intrinsic reasons (Lane, 1991: ch. 12).  Call this the suspicion effect.  

A study by Enzle and Anderson (1993) illustrates in the laboratory how the suspicion effect may decrease intrinsic motivation in work groups.  They had subjects perform tasks under no surveillance, and in situations where subjects believed that monitoring was non-controlling or controlling.  The intentions attributed to monitoring impacted upon performance: it was found that “controlling” surveillance yielded the lowest intrinsic motivation.  Further, when subjects did not know why they were being monitored, they were likely to think that distrust motivated the monitoring.  Similarly, in real world work groups, the suspicion effect suggests that agents will be more likely to attribute controlling surveillant intentions to other agents, and this will lower their own intrinsic motivation.

The suspicion effect is most harmful when the suspicion is well-founded; that is, when some agents are egoistic and are likely to use friendships to ensure performance in their co-workers.  An agent is likely to respond to intrusive monitoring as did one of Whyte’s (1955) respondents in a work group under group piece-rate incentives: “Why the hell should I care what a bunch of damn snoopy bums think of me?” (cited in Levine, 1992: 482).  It is possible that because the agent thinks his co-workers are “snoopy,” he will then not care what they think of him.  An environment in which “snoopiness” is encouraged by the price mechanism may then encourage agents to not care what other agents think, and decrease the value of social rewards.

Let me illustrate the suspicion effect with an example.  Suppose that A is normatively motivated, and A believes that perhaps B is not.  When A is working and B is behaving in a friendly manner to him, A becomes suspicious of B’s motives because A feels that B’s behaviour is in the service of monitoring, and not the behaviour of a friend.
  If so, then A will therefore see the normative motivation to cooperate as being coerced by the monitoring of B, and change his framing of the choice to cooperate from being a normative obligation to being a market relationship.  Further, if A resents B’s “snoopiness,” A will reduce his output partly because he has no desire to benefit B.  

The problem is that the suspicion effect can lead to false attributions of monitoring intentions to other agents: the implicit presence of the price mechanism in social relations as a consequence of the mutual monitoring regime may make agents more likely to attribute (egoistic) monitoring intentions to otherwise benign behaviour.  These patterns of attribution have a negative effect by both (a) increasing suspicion that the agent himself is not trusted by fellow agents which crowds out his normative motivation to comply, and (b) by reducing his desire for the positive externalities of his actions to benefit his fellow agents (e.g., by increasing the pay to each agent).  

3.3 Differentiating responses to monitoring based on motivational types

Let me summarize the argument made here by offering some cognitive mechanisms which may explain how normative motivation is crowded-in or –out by monitoring.  Let us assume simply that there are two types: normatively motivated or “cooperative” types, and egoistic or “individualistic” types.

To begin with, let us question whether the effect of monitoring has a strictly linear crowding-out effect in normatively motivated types.  I believe not.  While an agent may be intrinsically normatively motivated, this does not entail aversion to being noticed or praised for taking normatively motivated actions.  Motivation crowding-theory suggests that there are diminishing and eventually negative returns to being noticed or praised: too much praise for something one would do anyway is patronizing; too much of being noticed for something one would do anyway signals a lack of trust, and this “noticing” of actions becomes monitoring.  It is for this reason I claim that the effect of mutual monitoring on the degree of normative motivation in cooperative types is non-linear: while the monitoring is initially crowding-in of normative motivation, as being noticed acting on one’s “better” motives raises the agent’s pride in his action, at some point the normatively motivated agent begins to perceive the monitoring as distrustful or coercive, and his normative motivation decreases.  This suggests that the maximum in the curve representing effort responses to monitoring is the point where one frames what was “noticing” as now “intrusive monitoring”, and produces a corresponding shift between a normative and a gain frame (see figure 1 below, and the quote by Lindenberg and Frey (1993) above).

A second question is whether monitoring actually crowds-in motivation in mostly egoistic types?  I believe the answer may be yes, as surely the non-normatively motivated are occasionally made to develop normative motivations.  I will offer three possible cognitive mechanisms as to why crowding-in may occur in individualistic agents.

One is that agents with relatively individualistic/selfish orientations require monitoring to realize that the obligation to comply with the norm is serious.  Individualists tend to believe that other people are all selfish like themselves (see Kelley and Stahelski, 1970).  When an individualist sees others complying and sanctioning others for not complying, the individualist may come to see the other agents not as being “suckers,” but instead may revise her beliefs about the possibility of agents being normatively motivated.  This is a form of normative learning in which the frame shifts from a “gain” to a “normative” frame, by seeing that other people are committed to undertake the effort of monitoring and sanctioning.  This is particularly true for individualists who were non-cooperative for fear of being a sucker (and not out of greed; see Yamagishi and Sato, 1986).

A second cognitive mechanism supporting the view that monitoring may have a positive crowding-in effect for individualistic types is that such agents may devise self-justifications which allow them to frame their actions as intrinsically versus extrinsically motivated.  Because the agent is being monitored such that shirking is no longer optional, the agent must devise an intrinsic attribution instead of the extrinsic intervention of fear of punishment to justify to himself why he is working (cooperating).  Hence, the agent self-servingly attributes his action to a normative motivation, and in so doing, must think about normative motivations, which is likely to lead the agent to take such normative reasons for acting seriously (for a similar crowding-in explanation see Akerlof and Dickens (1982) and Dickens (1986) on how lessened punishments encourage moral reasoning about why to obey the law). 

A third cognitive mechanism explaining why social sanctions and monitoring can increase normative motivations in individualistic types is that egoistic agents frame non-compliance as “intelligent”, and are more likely to respect one another as being “shrewd” or “strong” (Liebrand et al, 1986; Van Lange and Liebrand, 1991).  If we assume that agents do want to benefit others that they perceive as like themselves, and group incentive schemes deliver benefits to the other agents, then monitoring provides evidence that other agents are similar, and cooperating will increase the amount of utility derived from benefiting those in the group.
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If these arguments are correct, then we can graph the crowding-out of normative motivation in cooperative (normatively motivated) types and the crowding-in of normative motivation in individualistic types as in figure 1.  As suggested, for cooperative types, as monitoring increases there exists a maximum at which the frame shifts from a normative to a gain frame.  For individualists, monitoring will tend to crowd-in normative motivation in a more linear manner.

The argument can be summarized in terms of a set of cognitive mechanisms as in figure 3.2 below:

Figure 3.2: 
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4.  Conclusion: Implication for Research on Incentives in Work Groups

I have shown here briefly that the optimism shown by economists for the role that social sanctions can play in situations of mutual monitoring is misplaced, and that social sanctions require that agents have some intrinsic normative motivation.  Hence, social sanctions cannot be derived endogenously from assumptions of self-interested motivation.  Petersen (1992b) has suggested that both normative (moral) motivation and social rewards from cooperation and fear of disapproval for non-cooperation are likely to lead to greater cooperation under group piece-rate incentives.  This is an important step in modifying the standard economic assumptions of behaviour in firms, but should be supplemented by the analysis presented here, in which social rewards and sanctions can interact in a non-linear negative manner with extant normative motivations to produce less cooperative behaviour.  

What implications for future research follow from the arguments made here?  First, it must be accepted that there are no policies of monitoring or sanctioning in groups that will be effective independent of the types in the population.  If there exists excessive reliance on monitoring and discipline where there are mostly normatively motivated types, the effects may be negative for performance.  Conversely, if there exists no monitoring and discipline where agents are mostly individualistic, the result may be complete free-riding.  Motivational crowding is, in the language of evolutionary game theory, frequency dependent.

Further, because mutual monitoring among cooperative types decreases the value of their normative motivations through the manipulation and suspicion effects, two counter-intuitive implications can be derived.  Our second implication for research, then, is as follows: in contrast to the usual assumption that there is a negative relationship between group size and levels of contributions to public goods, larger groups may actually be more productive if the group contains many normative types.  Larger groups will allow individuals more freedom to choose with whom they associate, and decrease the manipulation effect of feeling that friendships are coerced by the firm.  Thus, a larger group size crowds-in the intrinsic nature of friendship-selection.  

A third implication is that where (a) piece rate incentives and not salaries are preferred, and (b) agents are mostly normatively motivated, it may be best to abandon group incentive schemes altogether.  If the point of group piece-rate incentives is to enable inexpensive monitoring for the firm, and this mutual monitoring leads to adverse consequences in cooperative types, then it may be more productive for the firm to simply employ individual piece-rate incentives.  Firms may do best to simply rely on the type of “gift-exchange” (Akerlof, 1982) and/or trust incentives between principal and agent to do the work of ensuring performance.

The upshot of these implications is that they necessitate the identification of individual types.  This is the aim of part 2 of the thesis.

Appendix to Chapter 3: Modifying Hollander’s Social Exchange Equilibrium to Account for Motivational Crowding 
Hollander’s (1990) model
 of a “social exchange” explanation of voluntary contribution to public goods states that an agent prompts from the other group members a “sentiment bundle” of emotional reactions, which are positive (approval) or negative (disapproval), when he voluntarily contributes to a public good.  This is a function of s on b [f=s(b)], where b is the amount contributed by the agent to the public good.  On the usual assumption that there is a production function which determines the marginal per capita return on a contribution to a public good (some multiplicative constant (), and assuming each agent has some endowment e, then an agent i’s share of the total amount of the public good produced is:
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Where “e” is the initial endowment, “j” stands for all other agents in the group, and “n” is the total group size.  The agent always prefers more approval to less (i.e., for any s1 and s0, s1 is preferred if s1 ( s0).  Hollander also assumes that the value of approval received for contributing is a function of not simply the absolute level of approval, but also of comparative approval.  Therefore, in addition to the absolute amount of approval s(b), one has a weighted comparative approval as a function of whether s(b) – s(c) ( 0, where “c” is the average contribution.  Here Hollander constructs a weighted overall approval value, a, which is determined by some value ( that reflects how much weight an agent puts upon receiving a high level of comparative approval:
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or,
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One therefore has a utility function in which agents maximizes the expected utility of (1) their own private consumption of the public good (, and (2) the overall weighted value of approval, a, thus:


ui = ui(() + ui(a)  
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My modification is a rather simple one, which distinguishes individualistic and cooperative types on the basis of their response to the aggregate level of approval (i.e., the variable “c”).  Recall that in the case of disapproval, if there is too much potential disapproval and mutual mistrust present, the value of that disapproval is lowered for cooperative types, and increased for individualistic types.  I represent this differential response to attributed levels of mutual monitoring (and social disapproval) by introducing a parameter ( that varies as a function of the agent’s motivational type.  Therefore, ( will be an increasing multiplicative constant on “a” as a function of “c”.  That is, the overall utility of absolute and comparative approval (i.e., “a”) is a function of the overall amount of disapproval occurring in the group (i.e., “c”).  Thus we modify the utility function to be:  
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For cooperative types, who initially respond positively to mutual monitoring and expressions of disapproval for low contributions, but then respond negatively, crowding out occurs for that agent when “c” reaches some level which I will call “µ”.  It is when the level of attributed monitoring reaches µ that the cooperative type switches his frame from a normative to a gain frame.  Assuming that (t0 = 1 for all agents, then for cooperative agents,
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for each unit increase in the value of c where c < µ, and 
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The individualistic agent’s response to the overall value of approval (i.e., c) can be simply represented by the increasing convex function that is described in eq. (6) above.  For individualistic types, as can be seen from figure one, we assume that the intercept that represents their initial contribution level before attributing monitoring intentions to others is lower than that of cooperators, and so in terms of utility, where an agent i is an individualist and j is a cooperator, we state:
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This condition can be reversed and one may actually have individualistic agents contributing more to the public good if the number of individualistic agents increases past a given level.  This is so as the individualist responds consistently positively to social pressure and mutual monitoring by increasing his contribution. 
Part II: An Experimental Investigation into Values, Sanctions and Cooperation in Public Goods Provision
Chapter 4: Beliefs, Preferences and Principles: How Best to Measure Cooperative Dispositions?

1.  Introduction: Motivational Solutions in Promoting Cooperation
In the last chapter, I suggested that the efficacy of monitoring and the threat of sanctioning will vary according to one’s motivational type.  Specifically, non-cooperative types will respond more positively to the threat of sanctions, whereas more cooperative types will have their cooperative motivation crowded out by the increased presence of selfish motivation in the group, due to the introduction of financial motivations through mutual monitoring and informal sanctioning by one’s fellow group members..

In order to apply the model I have suggested, we need first to think about how we would identify agents in a real world situation who could be described as intrinsically normatively motivated.  So, suppose that we wished to generally apply the model I have developed here.  In attempting to promote cooperation, we would want to find those agents who would require more or less social sanctioning in order to promote their aims.  Thus, these agents would be those whom we have thus far referred to as normatively intrinsically motivated.  But how would we identify in general those agents who are normatively motivated?   How would we identify those who have a predisposition to cooperate in any particular situation?  That is the question of this chapter.

The purpose of this chapter is to question how to operationalize the notion of a cooperative “type”.  In chapter 3 I discussed the fact that assuming variance in motivation is necessary to explain both the formation of cooperative social institutions as well as the structure of incentives in firms.  That is, the very existence of social institutions seems to assume some types in the population who act on normative motivations, and further, to properly explain certain types of structures in formal organizations (where monitoring is not rife, for example) also requires assuming that some types are normatively motivated.

But I have said very little about what a cooperative type actually is.  That is, I have not explained the nature of the construct of a cooperative disposition.  Correspondingly, nor have I offered anything in the way of how to operationalize or measure such a disposition.  To offer a construct and operational definition of a cooperative disposition is the task of the first part of this chapter, which the second part of the chapter puts to an empirical test.

But let us first explore what has brought us here.  Our concern is to identify types in a population.  In principal-agent theory, type uncertainty is a source of hidden information, and hence is a cost to a firm if it must determine whether agents are to be trusted to perform.  Thus, not only will identifying the nature of a cooperative disposition be helpful for purposes of prediction of behaviour in games, it may actually be of practical use in designing incentives in firms.

Now, the study of solutions to social dilemmas in social psychology has long paid attention to differences in motivational type.  Social psychologists have classed solutions to social dilemmas into two categories, motivational/individual and structural/behavioural solutions.  A structural solution is one that alters the nature of the decision-making task, such as having choices made sequentially and publicly, or creating a system of enforcement of norms (such as fines).  Behavioural solutions in contrast do not so much change the nature of the game, but allow certain behaviours that may change the way the game is played, such as allowing actors to communicate and make promises.  In contrast, individual or motivational solutions suggest that the problem of mixed-motive situations are “solved” merely by virtue of the actor perceiving some outcome as more valuable than others.  For instance, an actor who likes to see other actors better off will choose C in the PD in order to maximize the pay-off to the other player has “solved” the problem through his motivation.

In this chapter I focus on motivational solutions, as social sanctions aim to alter individual motivations.  In particular I focus on the use of social value orientation measures by social psychologists.  In section 2, I discuss the basic structure of the measure and its related problems, and some related quantitative measures of cooperative dispositions.  Section 3 reviews more qualitative approaches to measuring social values, which I discuss whilst criticizing the received measures of cooperative dispositions.  I then discuss the results of an experiment that is meant to explore the relationship between social value orientation measures and more qualitative measures of cooperative dispositions that promote greater ecological validity.  In general, I will show the difference between the beliefs an agent has which lead to cooperation, the values he has concerning cooperation, and the measured behavioural propensity to cooperation.

2.  Social Value Orientation Measures: Construct and Operational Definitions

First, should we assume that there even are individual dispositions?  A major controversy in personality psychology has been precisely this question of whether there are any such stable personality traits or dispositions.  However, this debate need not detain us here, I believe for logical reasons.  If there were no dispositions to behave in one way or another in a situation, there could be no interpersonal understanding of what that situation actually was supposed to be.  That is, if two people were to meet, and neither had any disposition to behave one way or another, then they would simply be unable to have any basis for interaction whatsoever.  Thus, there must be at least some minimal dispositions to follow rules in situations.  This position has, in effect, been operationalized by Mischel and Shoda (1995), who have a simple model of dispositions as rules for behaviour that are applied to situations.  For instance, the disposition may be no more than “if situation is A, then take action X, if situation is B, take action Y”.  However, although dispositions may be no more than this, they certainly cannot be any less, without treating all situations as the same.  

A further question is whether, if there are personality dispositions, whether these dispositions vary across individuals, for it could be the case that all dispositions are the same.  I’m not sure how seriously one is to take this suggestion, or if it is simply a polemical suggestion made by extreme structuralists in sociology.  Nevertheless, there is a basic flaw in this argument.  Unless all situations were determined solely by external factors in the world with no reference to persons at all (e.g., at a funeral recognizing that the presence of a coffin requires signals of loss and sadness), there again could be no situations at all were there no individual differences.  That is, a particular event in the external world can cause one person to feel angry and another to feel saddened, but this difference in response would not be allowed by the no-individual-differences hypothesis.  Now, although this is not a logical failing, even the most casual introspection shows this assumption to be false.

So we simply proceed on the assumption that (a) there are personality dispositions, and (b) that these dispositions vary across individuals.  I note the Mischel-Shoda approach in particular because this approach will be employed later by treating cooperative dispositions as a system of decision heuristics.  Now, although I will later treat the decision heuristics as personality dispositions which both have evaluative content and specific behavioural prescriptions, at this point in analysing social value orientations I will treat the dispositions as mere behavioural propensities to choose certain quantitatively formulated outcomes (i.e., as represented in game forms) over others.

3.  Measures of Social Value Orientation: History

Social value orientations (SVOs hereafter) are measured by the use of decomposed games, although other methods are available.  What is most important for purposes of introduction in this section is that the method of eliciting cooperative preferences is quantitative and not qualitative.  As said above, an SVO is only concerned with whether subjects choose some quantitatively formulated outcomes over others.  That is, subjects are not asked whether they think that “one should do one’s share of effort for a cooperative endeavour”, or “it is good to be cooperative”.  Instead, subjects are asked only to express their preferences for numerical and monetary outcomes, which give more or less to the subject and some unknown other.

3.1  Decomposed games and presentation effects

The origin of the SVO is most often traced to Pruitt’s (1967, see also 1970)) development of the notion of a “decomposed game”, although the method appears to have been discovered independently by Messick and McClintock (1968: 7, fn. 3), and was actually introduced by Oskamp and Perlman (1965) and Evans and Crumbaugh (1966).  I will begin by discussing Pruitt’s original formulation, as it is the most well known, and provided the template for subsequent research.

The basic idea behind a decomposed game is to represent the pay-offs of a standard 2x2 matrix game in such a way that one chooses a distribution of pay-offs to self and to others.  As can be seen in Figure 1, the pay-offs in a decomposed game of the prisoner’s dilemma (DPD hereafter) are such that if the same choice is made by both self and other, the outcomes will produce those of both players choosing C or D in the PD.  (see figure 1).  

A simple way to imagine the process is to take a case where two parties, A and B, have cooperated in a PD.  However, instead of giving the two players their (C, C) pay-offs, a judge comes along and takes A’s pay-off, and gives it to B.  He then takes B’s (C, C) pay-off and gives it to A.  A and B are told that they cannot keep that (C, C) pay-off for themselves, but can give it to the other party, so call that pay-off the gift.  If they do not choose to give the gift, they can keep for certain a smaller amount, which we may call the sure-thing (i.e., the amount represented by the both parties choosing the (D, D) pay-off).  So, if each party gives the other the gift, each does better, than if each chooses to keep their sure-thing pay-off.  But, for example, if A gives B the gift, but B keeps his sure-thing and doesn’t give A the gift, then B is better off than A.   Of course, this just is another way of representing what happens in a PD, and that is the purpose of the decomposed game.
The prisoner’s dilemma game is “decomposed” in the following way.  If we take the original PD formulation (“Game 1” in figure 1) the results of each individual’s choice, such that if the other were to make the same choice, can be represented as a simple choice of two distributions for “self” and “other”.  So, if in game 1, each player were to choose C, then each person would get 12 points: as six points given to self by self and six points given to self by other sum to 12.  Conversely, if in game 1 each player chooses D, then the result is that although 12 points are given to self, six points are deducted from self leaving a total of six points.  If self chooses D while the other chooses C, then self receives a total of 18, and so on.  

Pruitt composed three other DPDs, plus a step-level DPD, all of which are shown in figure 1.  In his experiments, subjects played for 20 rounds, although they were told that the game could last for up to 30 rounds.  They were given a set of “individualistic” instructions, namely “…that their objective should be ‘to make as much money as you can’” (Pruitt, 1967: 24).  Further, subjects were aware that their pay-offs were determined by their own and the other’s choice.

Figure 4.1
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Pruitt’s findings suggest that different presentations of the decomposed game elicited different responses.  These studies showed that game 3 yielded higher percentages of cooperative choices (70%) than the original DPD of game 1 (55%), with game 2 yielding the same as that of game 1, and with game 4 having the lowest of cooperative choices (45%).  The effects of different presentations produced non-significant results in the domain of percentages of cooperative responses, but significant differences between overall amounts of cooperation between games 1 and 3, and also found significant differences for cooperation in the linear trend of cooperative responses between all three decomposed games (ibid: 25).

Further research at the time of the Pruitt studies by Gallo et al (1969) found related effects for mode of presentation effects which reached borderline significance (.05 < p < .10).  Pruitt also conducted a later study which replicated the general trend of differences in presentation effects of games (1970).  Pruitt found levels of satisfaction with cooperative outcomes to be higher in games 3 and 4.

Two points are of note about Pruitt’s and related research on decomposition effects.  The first concerns the interpretation of behaviour by the ascription of motive to different responses to different games.  Pruitt suggests that the greater the extent to which one’s own pay-offs are reliant upon the choice of the other (as in game 3) there will be greater reciprocity or kindness.  The presentation effect makes more salient the fact that one will not get anything unless one chooses cooperatively.  What is important here is that a different substantive motive is used to interpret the differential behaviour from game 1 to game 2.  The subjects did not simply act “cooperatively”, they acted cooperatively because they wanted to reciprocate an action, or they wanted to help the other by being kind (perhaps inspired by the awareness of their own state of “neediness”).  Thus, Pruitt ostensibly points out that cooperativeness is not a motive on its own.  Put differently, we may say that if being cooperative is a motive, it is a derivative motive, or an instrumental motive towards some other goal (e.g., being kind or reciprocating).
  

The second point is related to the first, and concerns the fact that each different decomposition of the original game may lead to differences in choice because each decomposition of the games elicits a different motive.  If this is so, then the use of various decomposed game to determine a unique motivational orientation for each subject is suspect.  Pruitt directs this criticism to Messick and McClintock’s early work on social value orientations, and it is, I will argue below, applicable to McClintock and Liebrand’s development of this earlier work.  As Pruitt states, “(i)f…alternative decompositions of a single PD can elicit differing motives, it is hard to see how such decompositions can be used interchangeably for measuring a single motive” (Pruitt, 1970: 237, fn. 18).

Subsequent research into motivational orientations and dispositions proposed different measures and methodological strategies for constructing value orientations from simulated game choices (this phrase will be explained below).  Some followed the decomposed game procedure, and others used somewhat different approaches.  I discuss the value orientation measures that do not use the decomposed game format briefly in order to illustrate the diversity with which quantitative elicitation of values is possible, as well as to illustrate the degree to which these measures are similar or dissimilar to the largely dominant measure of value orientations in the ring measure.

3.2  Alternative Quantitative Measures of Social Value Orientations

I will here briefly discuss some other means of eliciting “prosocial” and/or “cooperative” dispositions.  Although many other types of representing prosocial dispositions have been put forward, the ring measure (discussed below) is the industry standard.  The question that I address by examining other approaches to measuring social value orientations is the following: are there other measures that may better measure the construct of a social value orientation?  This is because the ring measure has become dominant to such an extreme that we should be aware of which alternatives might do better.  I discuss the approaches in a chronological and topical manner.  Topically, I divide up those approaches which measure utility by either rank-ordered or likert-style rating responses reporting levels of satisfaction or utility with certain outcomes, and those models that present repeated binary or ternary choices between options as a means of inferring utility (specifically the ring measure).  I introduce the former rating and ranking approaches first.

The first approach to measure utility for cooperative outcomes is from Sawyer (1966), a sociologist.  This scale is constructed by giving subjects a choice from a 3x3 table in which the row value is one’s own grade and the column value was the other’s grade in a hypothetical college seminar with two participants.  The choice task is to rank the value of each of the nine possible outcomes, wherein each outcome gives either a grade of A, B or C for oneself and the other.  Variance was found not only in terms of preferences for outcomes, but also under treatments which were manipulated such that the “other” to whom the grade was allocated was described either as a friend, or as someone who had been belligerent.

Similar estimations of values of distribution were undertaken by Wyer (1969).  In Wyer’s measure of utility, subjects were asked to rank over 20 sets of self-other outcomes and assign a value of 1 to 7 to each outcome.  Unlike the ranking method of Sawyer, the Wyer method uses a rating method to assign a (semi-)cardinal utility level to different outcomes.  Wyer also noted the problems of the repeated choice measure used by Messick and McClintock (1968), stating: their procedure requires that the relative magnitude of these motives be inferred from responses over a series of gam (sic) situations, and is thus not independent of game playing behviour.  This method runs the risk of circularity if their measure is used to predict behaviour in subsequent game situations.  Moreover, quantitative differences in the utility of particular outcomes are difficult to determine.” (1968: 233-4).  Note that this criticism mentions both the more obvious problem of circularity in the measure of value orientations, but also notes the more relevant problem that, even if the standard measure is circular, its predictive efficacy is lessened by the fact that a cardinal level of utility for cooperative outcomes is not provided.

Knight and Dubro (1984) also use a rating procedure in which subjects were asked to rate on a seven point scale the desirability of all possible permutations of a distribution between 0 and 6 U.S. cents (=49 outcomes).  However, unlike the method used by Sawyer, Knight and Dubro devise a regression equation for each subject in which the independent variable is the amount to self, amount to other and the difference between the two amounts, which then were used to construct a regression equation line treating the subjects’ choices of outcomes as the dependent variable.  These regression lines were then clustered to find groups of subjects of similar ratings, to produce six sets of groups of similar values, which correspond to six theoretical categories such as equality, group enhancement, individualism, altruism, and others that are found in the ring measure.  However, their approach is not dependent upon being classed into the (possibly narrow) categories provided by the ring measure, and hence, while making for difficulty in comparison with other studies of social values, allows for a classification that is more sensitive to inter-individual variance.

Messick and Sentis (1985) proposed a method similar to Sawyer, in that 20 different outcomes were ranked.  Further, the rankings were presented in different treatments in which the effort of the other participant was varied in order to assess the effect of differing levels of equity on social utility functions.  As predicted, when the inputs of others were less, the level of inequality in preferred (i.e., higher ranked) outcomes also increased.  Note, however, that this method does not provide a cardinal utility for differences in degrees of equity.

The method proposed by Lurie (1987) is perhaps the most mathematically sophisticated approach to the measure of social values, and that which I find the most compelling.  The method developed allows for the construction of a set of indifference curves over different distributions (to self and other) given conditions of equity or non-equity, in which rewards were distributed based on the same effort or different amounts of effort from self and other.  These indifference curves are then used to construct a three dimensional space in which utility is the z axis, and amount awarded to self and other are the x and y axes respectively.  In this measure, consistency is assumed as the indifference curves are taken to be linear, as in MacCrimmon and Messick (1976).  However, the curves do allow for diminishing marginal utility to a given indifference curve in a way that allows more information on the slope of the curve (represented by the z axis) than MacCrimmon and Messick.  Monotonicity in the orientation is assumed.

3.3  The Ring Measure

The ring measure is a measure of SVO first proposed by Liebrand in 1984.  The basic idea of the ring measure is simple (see figure 2), as it is an extension of the basic idea of the decomposed game measures.  In particular, it is a simple means of finding different values for which we can construct decomposed games.  Values are taken from the perimeter of a circle.  The X axis represents values awarded (or taken) from oneself, the Y axis represents values awarded (or taken) from another.  By taking values from every 22.5 degrees of the circle one obtains 16 outcomes.  Subjects are asked to choose between each possible set of pairs of options connected on the perimeter.  An average of the amounts given to other and self is then used to construct a line which represents the subject’s general preference for outcomes awarded to self versus other.  The more to the northeast the curve, the more egalitarian is the subject, the more northerly, the more altruistic, the more easterly, the more selfish.  These would seem to be the basic orientations, but the ring measure gives us the possibility that subjects will prefer outcomes in general which will reduce their own overall utility to produce outcomes in which there is a maximal difference between one’s own gain and another’s loss (i.e., southeast vector of the ring).

Figure 4.2.  Liebrand’s Motivational Vectors (figure 3) and Method of Deriving Values from the Ring (figure 4)
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Later versions of the questionnaire began to focus on eliciting values which only occurred in the cooperative, individualistic, and competitive vectors of the ring, as subjects often had difficulty in understanding awarding negative points, and virtually all subjects would end up in one of these three vectors.  Van Lange et al. (1997) introduced what is now informally known as the short version of the ring measure.  This is a scale in which there are 9 choices to be made between options which are either cooperative (an equal distribution), individualistic (giving most to self) competitive (i.e., difference maximizing, but with slightly less to self than is afforded by the cooperative outcome).

4.  Behavioural and Attitudinal Correlates of Social Value Orientations

Since the ascendancy of the SVO, attention has turned to the attitudes and behaviours which are associated with that measure.  Although this research does assume to a certain extent that the SVO does actually measure a general behavioural disposition towards cooperation, these studies add to the construct and external validity of the notion of “cooperativeness”.  I will here mention these results in brief, in order to show how the general disposition to be cooperative relates to the specific attitudinal and behavioural measures in my experimental results.  Specifically, I will be questioning whether there is reason to think that previous results give one a reason for thinking that the SVO should be correlated with the use of prosocial decision heuristics or beliefs about the trustworthiness of others.

The research into behavioural and attitudinal correlates has focussed on two main factors: expectations about other’s behaviour and perceptions/attributions/framings of others’ behaviour.  I will deal first with expectations.

The first result on differences in individualists’ and cooperators’ expectations of others’ behaviour was found in Kelley and Stahelski (1970).  They found that cooperators had significantly different expectations about others’ behaviour from individualists and competitors.  Cooperators are more likely to think that the person with whom they are interacting will be of any motivational type (from cooperative to competitive) whereas competitors tend to think that most other people are competitors.  Placing the results in a table in which one’s own type is reflected in the column and expectations of others’ possible type is in the row.  Their results can be seen in table 1, which happens to represent a triangle, ordered from cooperators to competitors.  

Table 4.1: The Triangle Hypothesis
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What this table reveals is that cooperators can expect all types of behaviour: they believe that the other they are playing the game with can be a cooperator, an individualist or a competitor.  Conversely, the competitor expects only one kind of behaviour: competitive behaviour.  Kelley and Stahelski have an interesting hypothesis to explain this fact.  It is a kind of self-fulfilling prophecy, in that because competitors reveal themselves to be competitive, they encounter only competitive behaviour, hence they believe (falsely) that only competitive types exist in the population.  Conversely, cooperators are able to recognize other cooperators and hence elicit cooperative behaviour, but also encounter (and recognize) competitors, and hence are open about possible types in the population.

Subsequent research on expectations confirmed these results in general.  Liebrand (1984: 253) showed that competitors predict that others will be less cooperative than (or as competitive as) themselves, whereas cooperators expect that others’ behaviour will be only slightly more cooperative than their own.  Lastly, van Lange (1992) has shown that, as consistent with the triangle hypothesis, when cooperators make singular (i.e., where they are not able to say just that behaviour may be of any type) predictions of others’ behaviour, they show less confidence in their predictions than individualists or competitors.  Further, as predicted by the triangle hypothesis, the predictions of cooperation by individualists was lower than that of cooperators, and the individualists were more confident in their predictions than competitors, and competitors were more confident than individualists.
  

Let us now turn to differences in individualists’ and cooperators’ perceptions of others’ behaviour.
  Perhaps the most prominent result is what is known as the “might versus morality” effect (Liebrand et al, 1986).  This effect refers to the tendency of individualists to perceive mixed motive situations in terms of “potency” or “might”, that is, in terms of whether the behaviours are “weak” or “strong”.  Second, individualists tend to see cooperative behaviour as weak, and competitive behaviour as strong.  Conversely, cooperators see mixed-motive situations in terms of an evaluative component, or in terms of “morality”.  And, as expected, cooperators see cooperation as good and non-cooperation as bad.  This general result has been confirmed in a number of subsequent studies (Beggan et al., 1988; Sattler and Kerr, 1991; van Lange and Kuhlman, 1994).

5.  Social Value Orientations and Sufficient Conditions for Identifying Cooperative Types: Study 1

So we see that there are attitudinal correlates of the SVO, namely that individuals with different SVOs frame situations differently.  If a situation is seen as one requiring cooperation, the cooperative agent sees it as a situation requiring morality.  What is of interest to chapter five, the experiment on cooperation, is what contributes to cooperative agents seeing a situation as one requiring moral action or not.  

For now however, let us focus on what further attitudinal correlates of SVOs will be sufficient to produce cooperation.  Recall that the ring version of the SVO does not provide a degree of utility for cooperative outcomes, it only states that cooperative outcomes are more generally favoured.  However, even with a cardinal degree of utility for cooperative outcomes, it is difficult to say whether a higher degree of utility is sufficient to lead to cooperation, although this would be a necessary condition.  For, imagine that I know I am to play a PD with a well-known cheat, and I suspect that almost certainly this cheat will play D.  No matter how much utility I derive from a cooperative outcome, if I believe it unlikely that a cooperative outcome will come about, then it makes no sense for me to act cooperatively.

This is to say, a degree of trust is required for cooperation to come about, not just a desire that it come about.  That is, cooperative types must also be trusting in order to cooperate.  However, it is often assumed that being trustworthy implies being cooperative, or that trust promotes cooperation.  But there is no reason to think this.  One can trust that other people will be cooperative, and be willing to take advantage of their trustworthiness.  So to identify potential cooperators, it is not sufficient to identify their desires for cooperation (i.e., the SVO), but we must also examine their beliefs about the probability that others will also cooperate (i.e., their degree of trust in others to act cooperatively).  Thus, we shall here be examining subjects’ degree of trust in the cooperativeness of others by using Yamagishi’s (1988) trust scale.

Second, let us consider the question of external validity.  There are (at least) two possibilities for what external validity might mean.  One would be to see whether the behaviour of cooperative types is observed, as predicted, in real world situations.  Another would be to see whether the behaviour that is associated with cooperation (i.e., choosing C in a PD) also corresponds to thought processes that are generally taken to be cooperative.  One way of doing so, explored by De Dreu and Boles (1998), is to ask whether subjects’ reported use of cooperative decision heuristics (i.e., rules of thumb) corresponds to cooperative behaviour as measured by the SVO.  It was found that cooperators as measured by the SVO chose prosocial heuristics (p < .05), and that competitors also chose more competitive heuristics (p < .05).

The study of the use of decision heuristics will add to the external validity of the SVO because it may be that there are disparities between individuals’ self-reported behaviour and their self-reported thought processes.  That an agent might see choosing D as sensible is not inconsistent with their often thinking (and perhaps in many situations, acting) in a cooperative manner.  This is simply to say that there can be disparities between self-reporting of behaviours, and attitudes or thought processes.  Thus, if we are able to show that cooperative behaviours (as measured by the SVO) correlate with “cooperative thinking” (as measured by the use of reported decision heuristics), then we are more safe in concluding that the SVO really measures that which we think these behaviours correspond to in the “real world”.  

To this end, a study was conducted to measure correlations between DeDreu and Bowles’ measure of the use of cooperative decision heuristics and Yamaguchi’s trust scale and the short version of the ring measure (i.e., SVO).  It is to this experiment that we now turn.

Overview and Design

In the first study we examined the correlation between the SVO, the trust scale, and the use of prosocial decision heuristics (each of these scales is presented in the appendix to chapter 4).  As each scale is effectively continuous, each variable is checked for simple correlation using least squares correlation techniques.


Participants and Procedure

Subjects were recruited through email lists at the University of Oxford.  32 subjects participated.  As groups of four were required, sessions were overbooked by 20%, and any subjects not used in the experiment were paid a show-up fee of £2.  While waiting for the experiment to begin, subjects were told to wait in a common area, and told not to communicate with one another.  Subjects were then brought into the room where the experiment was conducted.  

Subjects were then given a prepared introduction explaining the nature of the experiment.  Subjects were told that they would be partaking in an experiment concerning economic decision making, and that the amount of money (besides their show-up fee of £2) they earned in the experiment was dependent upon the choices that were made.  They were told that they would not have any contact with the subjects afterwards, and that all their decisions would remain anonymous.  Subjects were told that there was to be no communication between each other, and that violating this condition would result in their being expelled from the experiment.  The computer lab where the experiment took place had partitions so that any choices made by particular subjects could not be seen by other subjects.

There were two parts to the experiment.  In the first part, the subjects were given the attitudinal measures mentioned above.  In the second part, subjects played a public goods game with a punishment mechanism.  The second part of the experiment is reported in chapter five.

Hypotheses
First, the null hypothesis is that there is no association amongst any of the variables.  The alternative hypotheses are:

H1: SVOs positively correlate with the reported use of decision heuristics (i.e., cooperators on SVO use cooperative decision heuristics).

H2: SVOs positively correlate with the trust scale (i.e., cooperators are also high trust subjects).

H3: The trust scale positively correlates with the reported use of decision heuristics (i.e., high trust subjects will report use of cooperative decision heuristics).

H1 seems straightforward enough: if you behave cooperatively, it is also likely that you should think or reason cooperatively.  But what of H2 and H3?  The triangle hypothesis would argue that at the very least low cooperation subjects should be less trusting, as they are likely to have encountered less cooperation in the past.  However, I have argued above that there is no necessary connection between being cooperative and trusting others to be generally cooperative.  Therefore, my hypothesis is that H2 and H3 may be true, but that they need not be.  Indeed, if one assumes a random distribution of both trust in others’ cooperation and of one’s own value orientation, then on my reasoning, the correlations between trust and either measure of cooperativeness should be negligible.

Results and Discussion

Let us first examine the descriptive statistics for each scale.  We begin by performing a reliability analysis on each scale.  The convention for a scale being reliable is an alpha value of .6.  

The first version of the trust scale was at .429.  However, there was one item that had a high negative correlation with the other items (“Some people do not cooperate because they pursue only their own short term self-interest.  Thus, things that can be done well if people cooperate often fail because of these people”).  When this item was dropped the scale had a reliability of .608.  Therefore, what we label Trust2 is what will be used henceforth in the analysis.  The prosocial decision heuristic scale performed well, at the .833 level.  The SVO performed exceptionally at the level of .986 (See Table 4.2)

Table 4.2  Reliability Analyses and Descriptive Statistics
Scale


Alpha

N. of Items

Mean
 
St.Dev.

SVO


.986

9


20.219

5.284

Trust


.429

6


17.906

3.847

Trust2


.608

5


15.031

3.865

Heuristics

.833

16


64.656

11.945

It should be noted further that although there were originally 24 heuristics presented to the subjects in the experiment, all neutral heuristics were eliminated from the analysis, as both the present analysis and that of De Dreu and Boles found no significant association between neutral items and responses to the other heuristics or to the SVO measures.  Thus all 8 neutral items were eliminated, leaving the 16 positive and negative heuristics.

Now let us examine the results of our hypotheses concerning the correlations between the scales.  These results are presented in table 2.  First, see that H1, that SVOs and the use (or non-use) of prosocial decision heuristics are correlated, is confirmed, and strongly so (r squared = .502, p < .05).  H2, that trust and SVOs are correlated, can be rejected (r squared = .217, p > .2).  As discussed above, this is counter-evidence to the hypothesis that a trusting disposition entails also being cooperative, a hypothesis I have argued against above.
Table 4.3: Correlation Results Among the Scales






R squared

p value

Model 1: SVO, Heuristics


.502


.003

Model 2: SVO, Trust2


.217


.234

Model 3: Trust2, Heuristics

.374


.035

Lastly, see that H3, that prosocial decision heuristics will correlate with the trust scale, is confirmed (r squared .374, p < .05).  This is quite interesting, in that the trust scale does not correlate with the SVO, and the prosocial decision heuristics correlate with the SVO, but the trust scale does correlate with the prosocial decision heuristics.  However, although the correlation between prosocial heuristics and trust is predicted by H3, I have suggested that there is no theoretical reason to think that reasoning prosocially and trusting should be correlated.
I have stated that to fully define a cooperative disposition is to account for behavioural dispositions, beliefs about other people’s likelihood of cooperation, and reasoning in cooperative ways.  So, does this data tell us that there are cooperative dispositions thus defined?  The evidence is mixed.  Trust does not correlate with the mere behavioural disposition to cooperate as defined by the SVO, but it appears that cooperative reasoning does correlate with trust.  Further, SVOs do correlate with reasoning cooperatively.  In fact, trust could have correlated with SVOs and/or cooperative dispositions, or not.  The point is that trust is not need not necessarily be connected to SVOs or cooperative decision heuristic usage, and this is precisely what my results show.

What the data suggests is that it may be that “being cooperative” is not so easily defined or measured, and that being cooperative can be a complex of attitudinal factors which are perhaps differently elicited by contextual factors.  The evidence may tell us that the scales, although reliable, are not really tapping into the phenomenon of being cooperative that reflects our folk conception of such a disposition.  
6.  Conclusion

This chapter began by reviewing the literature on the elicitation of social utility functions.  It was questioned whether such measures should be conceived of as simple behavioural disposition to choose the most egalitarian outcome.  Such an account of the nature of a cooperative disposition fails on three counts.  First, the SVO as defined by the ring measure does not take into account cardinal utilities for different outcomes or contextual factors (such as differing inputs into a cooperative venture), which may determine the degree of preference for a cooperative outcome.  Second, such an account fails to take into account that a mere preference for cooperative outcomes is insufficient to produce cooperative behaviour, for belief in other people’s propensity to cooperate is also necessary.  Last, the SVO fails to record the thought processes involved in acting cooperatively (i.e., the use of decision heuristics), and hence lacks a form of external validity.  

An experiment was run to see whether these three factors correlated with one another, and hence whether there was a well defined “cooperative type” that exists in the population.  The evidence is generally positive in general, although trust failed to correlate with all scales in the predicted ways.  H1 states that SVOs and the use of prosocial decision heuristics will be correlated, and this was found to be the case.  H2 stated that trust and SVOs will be correlated, which was not found to be the case.  However, I argued that the prediction that trust and cooperation should correlate is misconceived.  Trust is based largely in beliefs about other people’s likely behaviours, whereas cooperative dispositions in a DPD more closely represents what one values.  Despite this, H3, the hypothesis that prosocial decision heuristics will correlate with trust, was confirmed.  
In sum, cooperative dispositions require further investigation into correlations between existing scales and contextual factors that elicit cooperative behaviour.  But, although this suggests that perhaps there is no such thing as a cooperative disposition, another interpretation is that the measure should not include trust as part of a cooperative disposition.  Perhaps the interpretation should be that a cooperative disposition is based in values, as represented by the SVO and heuristic scales.  If we wish to find whether any individual with a cooperative disposition will cooperate in a given situation, we should then find whether they have particular beliefs about whether other people can be trusted in that situation.

This suggests that, while there may be cooperative values, contextual facts about situations must also be taken into account if we are to predict what the levels of coopeation will be like.  Recall that we are concerned with knowing how individual differences affect the propensity of social pressure and shame in promoting cooperation.  For this reason, ne such contextual factor, the use of punishment mechanisms, qua shaming mechanisms, to promote cooperation in public goods settings, is the subject of the next chapter. 

Chapter 5: Cooperation and Punishment: The Effects of Individual Differences in Values

1.  Background: Sanctions in Promoting Cooperation


Let me recap as to what I have established so far.  In chapter one I took the view that social sanctions require an intrinsic normative motivation.  This led to the view expressed in chapter two, that shame is to a certain extent an emotion which is rationally acceptable to the agent being shamed.  The agent is intrinsically normatively motivated, but is helped in acting on those normative commitments by the threat of experiencing or actually experiencing shame.  In chapter three I related this approach to the existing theory of motivational crowding theory, and argued that agents who are intrinsically motivated can in fact react adversely to shame, when the shame threatens to “crowd out” their normative motivation.  
Chapter four then asked whether it was possible to identify, in the abstract, agents who had intrinsic normative motivation and hence were predisposed to cooperate.  Those agents are the ones who would react poorly to excessive social sanctioning.  We have found that SVOs and prosocial decision heuristics provide a means of identifying those who are intrinsically normative motivated.  In this chapter, I provide a means of testing the hypothesis that more intrinsically normatively motivated, or cooperative, types, will respond adversely to external intervention.  I run two experiments, one where there is an opportunity to punish for non-cooperation, and one where there is not.  The hypothesis is that the presence of a punishment mechanism will crowd out intrinsic motivation in cooperative types.  Thus, I suggest that cooperative types will contribute more in the no-punishment condition than in the punishment condition, and that non-cooperative types will cooperate more in the punishment condition than in the no-punishment condition.
Before moving onto the experiment, however, let me briefly discuss the literature on experimental studies of cooperation.  There is now a large literature on the provision of public goods, or cooperation in social dilemmas.  These are thoroughly reviewed elsewhere (Davis and Holt, 1993; Komorita and Parks, 1996; Kollack, 1998; Ledyard, 1995), and I will not review these results extensively here.  However, I will mention a number of factors that have been found to promote cooperation that are better known. 

To begin with, it is worth noting the basic pattern of results in public goods games.  Most games start at about 50% of the maximum provision of the good.  However, then what is known as the decay effect occurs.  That is, as the game is iterated until the last stage (whether known explicitly or is understood to be finite but unknown), contributions decline, nearing the level of zero provision by the end (Ledyard, 1995).  

Now let us turn to factors that are known to promote cooperation.  First, one factor that seems to increase contribution levels is the restart effect.  This occurs where the game is stopped and then started again.  This effect works because the participants are able to, as it were, learn from their experience.  Although decay effects are observed in the subsequent restarted game, they are less than before the restart.


Another well known mechanism for promoting cooperation is to allow communication between subjects.  Both where the commitments are enforceable or not (i.e., commitments are potentially “cheap talk”), communication promotes much higher levels of contribution to public goods.  Further, even where communication does not concern the game being played, communication tends to promote cooperation.  This is due to the fact that the communication tends, so it is argued by social psychologists, to promote a sense of friendship and mutual obligation such that selfish gain through defection becomes less attractive.

This last effect of communication helps us to understand another prominent effect of promoting cooperation, which is to enhance group identity.  When group identity is enhanced, cooperation increases largely because of a sense of obligation to other group members.  When one goes into a public goods game with anonymity, the effect is to think of one’s own selfish gain, whereas when group identity is enhanced, one’s sense of interdependence with others increases, and contributions also increase (see Kagel, 1995, for a general discussion of these effects in public goods games).

A more recent phenomenon discovered to promote cooperation is to allow sanctioning after contribution.  This phenomenon was perhaps first studied by Yamagishi (1988), who found that cooperation was far higher where cooperation was supplemented by an automatic punishment to those who failed to contribute to particular levels.  Next, Ostrom, Gardner and Walker (1992) found that both a voluntary sanctioning system (allowing subjects discretion to punish individually) and an automatic sanctioning system (either imposed by the experimenter or voted for by the subjects) increased contributions.

Fehr and Gachter (2000) then replicated the Ostrom, Gardner and Walker experiment by using the same punishment technology.  That is, subjects were allowed to punish those subjects they wanted to after each round of the basic public goods game.  In their experiment subjects were put into one of four treatments, a partner or stranger treatment, and with or without punishment.  Subjects were put into groups of four.  In the stranger treatment, groups were formed and reformed after each round, whereas in the partner treatment groups stayed the same throughout the game.  Those subjects in the punishment conditions were then further divided into groups in which the punishment condition was run first or second.  The sessions were run for a total of 20 rounds.

It was found that having the no-punishment condition first did not influence subsequent cooperation rates.  Further, contributions were higher in the partner than the stranger treatment.  Lastly, contribution rates were usually 2-3 times in the punishment condition what they were in the standard public goods game, and most importantly, contributions increased as the game progressed.  Indeed, in the partner treatment where the punishment game was played second, average contributions neared the maximum even towards the end of the game.

This is the only structural solution to the public goods problem (of which I am aware) that has so thoroughly eliminated the decay effect.  Now, Fehr and Gachter interpret the effect of the punishment condition as being a result of man’s evolved capacity to react with negative punitive emotions to non-cooperation.  However, this punitive behaviour is consistent with any number of hypotheses about moral motivation.  Further, they assume that the reason that the punishment is effective is because it expresses social disapproval.  

The experiment conducted in study 2 is a replication of the Fehr-Gachter experiment, examining differences in social value orientation, trust, and prosocial decision heuristic usage.  Let us now turn to this study.

2.  Value Orientations, Punishment and Cooperation: Study 2


Overview and Design

The purpose of the experiment was to see whether the punishment condition had an effect on the behaviour of subjects based on their value orientations.  Following the argument of part I of the thesis, it is hypothesized that punishment would be a kind of coercive external intervention, which could crowd out intrinsic normative motivation.  That is, in the punishment condition, subjects who are otherwise cooperative see the existence of a punishment mechanism as coercive, which leads them to switch from a normative to a gain frame (i.e., reduces cooperative motivation).  

Here we simply compare behaviour between cooperative and individualistic types in our public goods punishment condition.  We can test our crowding-out hypotheses by seeing whether predicted relationships (e.g., that cooperators will act more cooperatively than individualists) are present or not. 


Participants and Procedure

The introductory procedures and information regarding recruitment is explained in chapter 4.  For the public goods part of the experiment, after all subjects had completed the attitudinal measures, the subjects were then told the nature of the public goods game.  The instructions stated that they were to be in the same group throughout the experiment (i.e., the partner treatment as in the Fehr-Gachter experiment above).  They were also told that the game would last for 10 rounds only.  As explained in the instructions, subjects were assigned 20 “ecus” (experimental currency units) where each ecu = 5p (in UK £) for each round, which they could keep for themselves or give to the group “project”.  The subjects were told that a project was simply a production function which increased whatever was given to the project.  The production function in this case was 1.4, meaning that for the sum of ecus given to the project for each round, that amount would be multiplied by 1.4 and then divided evenly amongst the group members (i.e., 4).

After the explanation of the nature of the game, the subjects completed a non-computerized “test” to ensure that they understood the nature of the production function of the public good.  That is, they were given hypothetical values for their own and other’s contributions, and asked to calculate their earnings.  If subjects got the answer wrong, the production function was explained to them again, and they were re-asked what their return would be.  Although had the subjects failed to understand the task after sufficient explanation they would have been excluded, all subjects understood the task after it was explained to them.  

The experiment was fully computerized using the zTree experimental economic package, which was the same software package as used in the Fehr-Gachter experiment.
  This software randomly allocated the subjects into groups, and the experiment began.


Hypotheses

The null hypothesis is that there should be no difference between the means of contributions or punishment within the different value orientations (in the hypotheses, contribution and punishment both count as “cooperation”).  That is, it would not matter whether a subject were defined as cooperative or individualistic, trusting or non-trusting, or whatever, for their contribution.  It goes without saying that the “economic” prediction is that there will simply be no differences within value types for it is a nash equilibrium not to contribute.  There are then a number of alternative hypotheses that follow, namely:


H1: High trusters will cooperate more.

A basic social psychological hypothesis is that:

H2: Prosocial decision heuristic users and cooperative types (in the SVO) will cooperate more than non-cooperative types in the public goods game.

As mentioned above, there is also a motivational crowding hypothesis, which is that: 

H3: Prosocial decision heuristic users and cooperative types will cooperate less than non-cooperative types in the punishment task of the public goods game.  This is so as the task, by using costly punishment, brings in the presence of the price mechanism, and causes otherwise cooperative types to behave less cooperatively.
Let me explain this motivational crowding hypothesis.  Because it is the punishment itself that is coercive, we may expect that the difference in cooperative behaviour between types (low and high heuristics usage, trust, and SVO) will be less for punishing others than for contributions.  Hence, there will be an interaction effect between contributing to punishment and contributing generally, and between cooperative and non-cooperative behaviour types:
With our hypotheses made explicit, let us now turn to the data.

Results and Discussion

Recall that the basic concern of the experiment is to see whether the punishment condition reduces expected levels of contribution from prosocial types.  To examine this we can use one of two statistical methods.  One is to simply regress the contribution levels onto value type, and if the sign of the beta coefficient is positive and the relationship is positive, then we can infer that H2 holds.  Another method is to divide the scales into groups of high and low trust and use of prosocial decision heuristics, use the usual classification from the SVO as individualists and cooperators, and conduct a t-test on the means of contributions for each groups.  

I believe that the general pattern to the data is perhaps better understood through the latter method.  This is due primarily to the fact that there the variance in the SVO does not take into account that almost all the scores were in three modal responses: namely, 9, 18, and 27, corresponding to making all competitive choices, all individualist choices, or all cooperative choices (25 of 32 subjects fell into one of these three modal responses).  Thus, we will here be dividing the individual orientations into two groups and conducting t-tests on their means.  Further, because the assumption regarding the “strong framing” hypothesis that I associate with motivational crowding theory means that being cooperative is all or nothing (binary), and hence not a matter of degree.  Thus, it makes sense for me to take this hypothesis seriously in my statistical modelling.
  
To this end, we divide the responses on each scale into two classes.  First, take the trust scale.  As the trust scale used a likert scale rating between 1 and 5 (with a median of 3), and there were four items used, the median score on the trust scale is then 12.  Thus, all scores greater than or equal to 12 were treated as high trust, those below as low trust.  Using this classification 23 subjects were treated as low trust, and 9 as high trust.  Second, the prosocial decision heuristic scale ranged from 1 to 9 (median value 5) and there were 16 items, the median value is 80 for the scale, and hence any values lower than 80 can be treated as low cooperative reasoning and those equal to or greater than 80 as high cooperative reasoning.
  On this scheme, 11 subjects were treated as low cooperative reasoning and 21 subjects as high cooperative reasoning.  The SVO scale classification is slightly more complicated.  It is traditional to treat any subject who gives at least six cooperative answers out of nine as cooperative.  On this classification, there are 10 cooperators and 22 individualists or competitors.  However, as there were only four subjects classed as competitive, the subjects have been divided into the two categories of individualists and cooperators.

We have, in effect, two measures of cooperation.  First, obviously contributions to the public good are instances of cooperation.  Second, since punishing others is also an instance of cooperation (i.e., this action benefits the group at a cost to oneself), we can treat the amount of punishment points assigned as an instance of cooperation.  Let us examine the former first.

Table 5.1: T-Tests on Individual Orientations and Cooperation

Variable
Type

Average Contribution

T statistic

Heuristics 
Low
6.48



.082



High
7.76

Trust

Low
7.46



.531



High
6.97

SVO

Low
7.47



.543



High
7.0

First of all, let us explain the data.  Each observation was included in the analysis, so for each variable there are 320 observations (from 32 subjects each making 10 contribution decisions).  In the heuristics case there were 11 low cooperative reasoning subjects, and 21 high cooperative reasoning subjects (thus, 110 observations compared with 210 observations, respectively).  For the trust variable, 23 subjects were treated as low trust and 9 as high trust (thus, 230 observations compared with 90 observations, respectively).  Lastly, with the SVO there were 22 individualists and 10 cooperators (thus, 220 and 100 observations, respectively).

Now we will analyse the results on differences in individual orientations and levels of contribution to the public good. We here have another interesting instance of anomalous differences between the SVO and the use of prosocial decision heuristics.  Namely, the cooperators in the SVO appear to confirm H3, that punishment is perceived as coercive, and hence crowds out normative motivation; while the motivational crowding hypothesis appears false for the prosocial decision heuristic users.  Note also that the motivational crowding hypothesis for the use of prosocial decision heuristics (that high cooperative reasoning subjects will not act cooperatively in a “coercive” environment) can be strongly rejected, as the difference in means is significant at the level of p < .10.

Another interesting fact is that low trusters have a higher level of contribution, confirming my argument above that one’s degree of trust has no direct bearing on their propensity for cooperation.

Let us further examine these variables by examining how the subjects contributed round by round, that is, whether the decay effect seems to be moderated by value orientations.  First examine the use of prosocial decision heuristics in figure 5.1.
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Here note that the cooperative heuristic users start off with higher contributions than the individualists, but the patterns quickly converge by approximately round 3 of the game.  However, note that the cooperative types seem to recognize that contributions are steadily declining and attempt in round 9 to restart cooperation, but seem to recognize (with feedback from round 9) that such an attempt fails, and hence in the last round, cooperative heuristic users actually contribute less than individualist heuristic users.

Now examine figure 5.2
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Here we see a quite interesting result.  Although the differences in the means of the trust types are not significant (p = .531), the patterns of contribution do appear to be quite different.  Namely, the high trust subjects start with very high levels of contribution, and then respond to others’ lower contributions be reducing their own.  Further, after round 5 the high trust subjects have even lower levels of contribution than the low trust subjects.  This may be partly explained by applying the logic of the triangle hypothesis for value orientations to trust orientations.  That is, the high trust subjects are aware that some people do cooperate, and will respond accordingly (i.e., in a tit-for-tat manner).  Low trust subjects meanwhile, who expect low levels of contribution but do not expect others’ behaviour to change, and stick to their roughly constant level of contribution.

Indeed, a similar result does hold for the SVO itself, as can be seen from figure 5.3:
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Again, just as in the case of trust, the cooperative types seem more responsive to others’ lower contributions than the individualists themselves.  Further, as with the trust case above the contributions of individualists remain relatively constant, while the “prosocial” subjects (high trusters and cooperators) are responsive to the lower levels of contribution of their fellow group members.  As we can see, though there is an initial difference between cooperators and individualists, by round 3 it seems that the crowding out effect starts, and there is barely any difference between them throughout the rest of the game.  In any case, as stated above, we may take the fact that the difference between individualists and cooperators that is found in the SVO is eliminated in the punishment public goods game as evidence of motivational crowding, as predicted. 

Let us now see whether similar results obtain in the case of punishment, as can be seen in table 2.

Table 5.2: T-Tests on Individual Orientations and Punishment Points Assigned

Variable
Type

Average Punishment

T statistic

Heuristics 
Low
3.07



.190



High
2.34



Trust

Low
2.77



.190



High
2.12

SVO

Low
2.52



.661



High
2.75

Here we see some evidence that H3 is true, to which we return below.  Notice that the low cooperative reasoning subjects now have higher levels of punishing than the high cooperative reasoning subjects.  Thus, it appears that while the existence of the punishment mechanism is not sufficient to crowd out normative motivation for cooperative reasonless, when it comes to the question of punishment itself, the normative motivation is crowded out.

Also, the same pattern of behaviour of SVOs in contribution is revealed here for the case of punishing.  That is, SVO cooperators actually punish less than the individualists, and hence cooperators are actually less cooperative here than the individualists.  Note that, again, the low trusters actually exhibit more cooperative behaviour than high trusters.

Let us now examine whether the assignment of punishment points exhibits a decay effect in the same way that contributions to the public good showed.  First examine the punishment points assigned by usage of decision heuristics.
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As we can see, not only do high cooperative reasoners have a lower mean than low cooperative reasoners, but the high cooperative reasoners also show a much greater decay effect.  Interestingly, the low cooperative reasoners actually show the opposite of a decay effect.  In this case, although we may wish to again employ the triangle hypothesis interpretation of the data, we can do so only partly.  For the triangle hypothesis interpretation to apply, in addition to the cooperative reasoners being more responsive to the actions of others, it must also be the case that low cooperative reasoners are not responsive to others’ actions, which is not the case.  A speculative assertion on why this may be is that low cooperative reasoners expect low levels of cooperation, with their own levels being the lowest.  When they see that others are cooperating at lower levels than themselves, their retributive emotions lead them to punish others.

Now let us turn to the trust types.
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As in the case of trust examined before, the high trust subjects again reveal a greater level of decay than the low trust subjects.  Indeed, by the final round the high trust subjects fail to punish at all.  Further, as in the case of the low cooperative reasoning subjects, the low trust subjects exhibit almost no decay effect, and in rounds 6 through 8 the rates of punishment increase greatly.

Lastly, let us examine the case of punishment point assignment by SVO (figure 5.6).   Here again, as in the case of contribution to the public good, the use of punishment points (i.e., cooperative behaviour) is lower on the whole for cooperators than individualists.  And as above, the cooperators start off higher than the individualists, and then in the end behave less cooperatively than the individualists.  Again, we may apply the logic of the triangle hypothesis to partly explain this phenomenon.


[image: image9]
Now let us consider H3.  This hypothesis stated that because it was the act of punishment itself that was the cause of crowding out, there should be greater differences between the low and high types of each variable in contributing than in punishing.  We can examine this by comparing the levels of significance for the t-tests conducted on the individual orientations for both the contribution levels and the punishment points assigned.
Table 5.3: Comparison of t-tests for Contributions and Punishment Points Assigned by Individual Orientations




T-Test Statistic

Variable

Contribution
Punishment

Heuristics 
.082

.190

Trust

.531

.190

SVO

.543

.661

To tell whether there is less difference between the conditions, we may state that the greater the t-test statistic, the less likely it is that the individual orientation variable (i.e., the independent variable) is having any effect on the dependent variable (i.e., contribution or punishment).  Therefore, H3 would require that if the t-test statistic for the punishment case is higher than in the contribution case, then we may say that the crowding out effect applies particularly for the punishment case.  

Let us examine each variable in turn.  As we saw above, the behaviour of cooperative reasoning differs greatly in the two conditions, with high cooperative reasoners contributing at higher levels, and punishing at lower levels, than low cooperative reasoners.  The difference in t-test statistics reveals this, with the punishment test being far higher (at .190) than in the contribution case (.082).  

The difference in trust works in the opposite direction.  The trust types behaviour remains roughly the same in both cases; that is, the low trust subjects exhibit more cooperative behaviour in both the contribution and the punishment case.  However, strictly speaking, H3 does not apply to the trust case.  H3 is a motivational crowding hypothesis, and motivational crowding applies to values, not to empirical beliefs.  Therefore, in the trust case, there is nothing to crowd out.

Lastly, let us consider the case of the SVO.  While we know that the crowding out effect occurs in the case of contribution, as well as punishment, in that the levels of cooperation are higher in both contribution and punishment.  Nevertheless, H4 is confirmed in this case, as the punishment t-test statistic (at .661) is higher than in the contribution case (at .543)

3.  Conclusion: Crowding out normative motivations

The results of the experiment partly confirm the thoughts expressed at the end of chapter 3, namely, that the existence of structural conditions which are perceived by cooperative types as coercive will reduce cooperative motivation.  But note that this holds only for the cooperative types as measured by the SVO, but not as measured by the use of cooperative decision heuristics.  So what do these results mean? 

I believe there are three possible interpretations.  First, it may be the case that the SVO is a poor measure of cooperative dispositions, while the prosocial decision heuristic scale is a good measure of cooperative dispositions.  If this is the case, then we would say that motivational crowding theory prediction (H3) is false in this case, and that H2 is true.  Second, we could say that the prosocial decision heuristic scale is a poor measure of cooperative dispositions and that the SVO a good measure, and that the motivational crowding prediction is true.  Lastly, it could be argued that both measures are poor measures of a cooperative disposition and that the results are simply noise.

One may conclude that the evidence does not allow one to adjudicate between the first two predictions.  On the one hand, the prosocial decision heuristic scale is probably a better overall measure of a cooperative disposition.  On the other hand, the general motivational crowding story is in this case quite compelling.  But these data suggest that both of these positions cannot be held simultaneously.  Nevertheless, the question is important, and the result is genuinely anomalous.  Perhaps best is to conclude with the usual conclusion to most empirical research: these data suggest that further research into these issues is required.  

Nevertheless, it seems clear that one interpretation of the experimental results is that they provide evidence for the model of rational shame I have proposed here. Specifically, those subjects who are intrinsically normatively motivated to behave cooperatively then behave less cooperatively when the presence of the price mechanism (through the costly punishment mechanism) changes the nature of the game.  I discuss how these experimental results of Part II relate to the theoretical arguments of Part I in the concluding chapter.
Chapter 7:  Conclusion

I wish here to review the arguments of the thesis, before turning to the question of whether I have achieved the goals I have set for the thesis in the introduction.
Chapter one began with the problem of cooperation, or as it is variously also known: the problem of norms, N-person prisoners’ dilemma, collective action problems, the Hobbesian problem of order, public goods provision and/or social dilemmas.  These problems occur whenever each individual in a community will benefit if each individual takes action C, but each individual does best for himself if he takes action D, and all other individuals take action C.  Because of the risk of being a “sucker” who cooperates when all else defect, best-reply reasoning thus makes taking action D the optimal action for each action, and the collective good is thereby not provided.
Hechter and Coleman have addressed this problem within sociology using the rational choice framework.  However, their strategies within the rational choice framework differ.  Hechter believes that solving the problem of cooperation requires centralized enforcement mechanisms.  Coleman, on the other hand, believes the problem of cooperation can be solved in a de-centralized fashion, through the use of informal sanctions.

I conclude that both of their approaches fail to fundamentally solve the problem, and both for the same reason.  Each of their approaches supposes that normative disapproval can occur where agents have an incentive to use normative sanctions, and that actual belief in the normative standard which provides the content of the sanction does not matter for its efficacy.  Let me explain.

In Hechter’s case, one of the goods that groups are meant to provide are socially immanent goods, or, as I call it, social approval as a collective good.  This refers to a good which requires joint production, but which is excludable.  And it is in this formulation that I locate the problem: to require, from a centralized authority structure, that people respect and approve of other people undermines the spontaneous, intrinsic nature of approval.  Since we cannot will ourselves to approve of others, nor can other people will us to approve of others.  To the extent that Hechter’s case for group solidarity relies on the use of centralized authority structures to produce approval, his case is thereby weakened.
Coleman, on the other hand, argues that cooperation can emerge without formal controls, and can emerge spontaneously through the non-centrally coordinated actions of others.  The enforcement of norms comes through individuals who, through “rational zeal”, undertake the cost of administering informal sanctions to non-cooperators upon themselves.  However, this view falls prey to what I have called the meta-norm regress problem: how to explain the motivation of individuals who sanction one another, when their own motivation for doing so comes from the fear of someone else sanctioning them for not sanctioning others, and so on up the chain of levels of sanctioning?  The problem reduces to this: only the prospect of material rewards, not an actual commitment to the normative standard endorsed by the norm, motivates sanctioning behaviour.  And as I argue, this entails that the content of a particular rebuke involves no more than saying: “I am angry with you because your actions have failed to benefit me in some way.”  This kind of content to disapproving is self-defeating: it fails to make reference to any real wrong-doing on the part of the non-cooperator, and hence fails to provide them with any normative reason to change their behaviour.

I conclude from this chapter that what I called the “standard model” of rational choice in sociology fails to explain the efficacy of disapproval in the promotion of cooperation.  For this reason, I argue that normative motivation must be taken seriously within the rational choice tradition in sociology, if it is to successfully explain the emergence and maintenance of norms.  
In chapter 2, I turn to another aspect of Coleman’s thought, which I call Coleman’s paradox.  This paradox is simple: if an agent responds to an informal sanction in which the content of a normative standard is invoked (as I argued in chapter 1 that it must), then the actor must also hold that normative standard, or else he would discount the value judgement which is the content of the sanction.  But if they already hold the standard, why did they fail to act according to it in the first place?  We must somehow explain how it is that informal sanctions are ever accepted, shouldn’t we just accept our own guilt, rather that someone else’s shaming of us, in order to constrain ourselves?

The beginning of an answer is provided by Coleman himself.  He discusses “divided self” models, or the problem of self-control, in which our interests change over time, and earlier parts of the self attempt to circumscribe the actions of the later self, if these interests may be in conflict.  For example, if I want to lose weight now, and know that later my desire for cake will be greater than my desire to lose weight, I simply choose now not to buy cake, thereby constraining my later self who might want to eat cake.


From the above, we can conclude that individuals provide a kind of demand for forms of constraint that we can supply for ourselves, but which might be supplied by other people.  That is, informal sanctions, or shame, can actually act as a form of rationally chosen self-control, in those cases where the agent himself is unable to exercise self-control.  Thus, low self-control creates demand for external forms of self-control where willpower and the prospect of guilt fail to do the job.  Thus, where we predict we will fail to live up to some normative standard, we accept others’ informal sanctions because it helps us act according to a standard we hold.

The model I suggest explains both how shame as a rationally chosen form of self-control both works and can fail to work.  Because other people’s disapproval requires that we are intrinsically motivated to some degree, that is, we share the same normative standard, the degree to which the sanctioning is effective can vary according to how much our own intrinsic motivation is respected.  If someone excessively sanctions an individual, that individual does not feel that his own acceptance of the norm is not recognized.  Hence, shame and informal sanctioning can be oversupplied, which means that demand for it is reduced.  I explain this standard economic reasoning in the context of the interaction of our reasons for acting on a normative standard we hold, and also our need for others to help us uphold that standard.

This is an admittedly non-standard understanding of shame, and I then conclude chapter 2 with an extensive literature review of the psychological literature on shame.  I conclude that the psychological literature over-emphasizes the distinctness of shame and guilt, and that they should be seen more as complements than substitutes.  When we see that shame is, from a rational point of view, no more than an externalized form of guilt, it is easy to see how shame can be chosen.


The conclusion of chapter 2 looks to further define how shaming can crowd-out intrinsic motivation of agents, and hence how shame can both succeed in maintaining an individual’s commitment to a norm, and can fail to do so when that shame is oversupplied.  This motivational crowding model, which emphasizes the conflicts between internal and external motivation, forms the theoretical basis of the following chapter 3.

Chapter 3 turns to making the theoretical account of the first two chapters more concrete.  It uses the classic cases of the use of informal sanctions to control levels of output in factories which used group piece-rate incentive schemes (which have the same formal structure of a collective action problem), the most famous of whih being the studies from the fifties by Homans (1951), Roy (1953) and Whyte (1955).  These studies are classics in sociology largely because they seemed to provide examples of how it only took social pressure for individuals to conform to norms.  When the economic and game theoretic literature on the evolution of cooperation went in the direction of looking at punishment, it often drew on the sociological literature to provide ecological validity for the claim that low-cost punishments (i.e., the low cost of disapproving of someone) can promote cooperation.  It is my goal in this chapter to show that these examples do not show unequivocally that social sanctions do effectively promote cooperation.

I therefore begin by describing the principal-agent problem in economics, in which a principal must use some system of incentives, monitoring and enforcement to secure an action to be taken by a principal.  The advantage of group piece rate incentive schemes was in their supposed ability to shift the burden of monitoring and sanctioning onto the group.  Because each group member had an incentive to achieve higher levels of production (and hence higher compensation), it was argued that the group would undertake on its own to sanction those who failed to produce.  However, in addition to having to overcome the meta-norm regress problem outlined above, I argued that this approach failed to notice another problem, which was the problem outlined in chapters 1 and 2 above.  Namely, that informal sanctions which are undertaken because of the prospect of financial gain can be ineffective because of their lack of normative force.  However, informal sanctions can also be effective, but only under certain conditions.  

I then offered a brief literature review on the theory of motivational crowding as developed in psychology but primarily in economics.  I used this model to develop the argument that the introduction of group piece-rate incentives motivates mutual monitoring, which can have one of two effects on the group, depending on the proportion of individualistic or cooperative agents in the group.  Initially cooperative agents, who are intrinsically motivated to cooperate because of normative reasons, are likely to detect manipulation by the principal (the manipulation effect), and hence are subject to the suspicion effect of no longer trusting their co-workers’ motives to promote cooperation (i.e., they suspect co-workers of being self-interested in their behaviour).  Conversely, individualistic agents, who are not intrinsically (normatively) motivated to cooperate, are likely to respond positively to mutual monitoring and the threat of informal sanctions. (See figure 3.2, and passim, for the discussion).

This chapter seeks to explain a common-sense observation: informal sanctions sometimes work, sometimes they don’t.  A theory needn’t deliver causal laws which do not allow for variation according to context, and I show why the causal law in sociology “social pressure increases conformity” needn’t always be true, but sometimes is.

This chapter ends the first, theoretical, part of the thesis.  The second part of the thesis seeks to test some of the ideas from part one in the context of public goods experiments as conducted by experimental economists.  I now summarize the experimental results which make up the second part of the thesis.

The first part of the thesis can be seen as discussing two types of solution to the problem of cooperation, structural and motivational.  Structural solutions are those which affect the constraints and opportunities to promote or inhibit cooperation, such as communication, publicity of contributions, and the experimental manipulation that we employed: allowing costless and costly forms of punishment for non-cooperation.  A motivational solution is any facet of an individual’s motivation which might promote cooperation, ranging from a religious belief in the value of cooperation, to being trusting to thinking in a cooperative manner.  Chapter 5 discusses the results of our structural variables, and their interaction with the individual motivational variables, which  are the subject of chapter 4.

In chapter 4 I consider three different types of individual factors which may influence cooperation, and poses a challenge: if there is such a thing as a “cooperative type” of individual, then different types of measure of a cooperative disposition should correlate.  I employ three types of measure of individual cooperative disposition: the social value orientation scale (the SVO: a behavioural measure of cooperativeness), the trust scale (a measure of beliefs which promote cooperation), and the use of cooperative decision heuristics (a measure of cooperative reasoning).

There were three main hypotheses tested in chapter 4.  First (H1), I predict that SVOs and cooperative decision heuristic usage will be correlated.  Second (H2), I predict that SVOs positively correlate with the trust scale.  Third (H3), I predict that the trust scale will correlate highly with the use of cooperative decision heuristics.  Although these predictions follow from the assumption that there is such a thing as a cooperative disposition, I argued that in fact trust is a belief about other people, not one’s own motivational orientation.  Hence, motivational orientations (SVOs, cooperative decision heuristics) should not correlate with trust measures.  

My own hypotheses were partially borne out by the results.  There was a high correlation between SVOs and cooperative decision heuristics (H1), as I predicted.  However, while on the one hand, SVOs did not correlate with trust (H2), the cooperative decision heuristics did correlate with trust (H3).  This may seem an anomalous result, but it is, in a sense, perfectly consistent with the hypothesis that trust is not necessarily the methodological construct of a “cooperative type” of individual.  In fact, trust could have correlated with SVOs and/or cooperative dispositions, or not.  The point is that trust need not necessarily be connected to SVOs or cooperative decision heuristic usage, and this is precisely what my results show.
The theme of chapter 5 is to test the interaction effects which are suggested by the theory of Part I of the thesis.  Specifically, I have argued that cooperative and non-coooperative types will respond differently to structural manipulations of the public good game.  We assume that the SVO itself tells us who cooperates and who does not,
 and therefore, we should see different behaviours in the contribution and punishment tasks in the experiment as a function of how one scores on the cooperative behaviour scales.

To summarize the results of chapter 5, especially the information depicted in figures 5.1-5.6, let us simply examine the results of behaviours of individuals from each cooperative scale on the contribution and punishment tasks.

Cooperative Decision Heuristic scales:
Contribution task: High cooperative decision heuristic users cooperate more at the beginning, but both high and low cooperative reasoners decline to the same amount towards the final rounds.
Punishment task: Low cooperative decision heuristic users punish more than cooperative decision heuristic users, particularly towards the final rounds.
This result is as predicted: the punishment task makes clear the financial aspect of the task, and crowds-out intrinsic motivation, as can be seen by the fact that high cooperative decision heuristic usage are more cooperative in the contribution task than in the punishment task.

Trust

Contribution task: As in the case above, high trust types initially contribute more than low-trusting types, and then reduce their contributions to levels lower than that of the low-trusting types.

Punishment task: High trust subjects punish less than low trust types, especially in the final rounds.

Again, this result is in line with the predictions of motivational crowding theory, as, once again, the presence of the price mechanism in the punishment task results in switching from a “normative” to a “gain” frame, and reduces cooperative behaviour in that task.  And, as predicted, the cooperative behaviour by high-trusting types is initially higher in the contribution task, and then declines.

SVO:

Contribution task:  There is little difference between cooperative and non-cooperative types. 
Punishment task: Here again there was very little difference between cooperative and non-cooperative types

To conclude the discussion of chapter 5.  There is some evidence that the presence of the price mechanism, in the costly punishment task, cooperative motivation is crowds out cooperative motivation.  However, this more strongly the case for cooperative decision heuristic usage than social value orientation or trust.  However, because I have said that trust and cooperative behaviour or reasoning are different, this is partly to be expected.  And interestingly, we are actually led to the conclusion that cooperative decision heuristic usage is a better predictor of motivational crowding behaviour than the more behavioural scale in the SVO.  

To very briefly summarize the whole of the thesis, then: different structural solutions to the problem of cooperation, especially the use of costly punishment mechanisms, will be effective dependent on the particular type of cooperative individual motivation and/or belief.  Further, defining cooperative types by using the cooperative decision heuristic scale makes the motivational crowding effect most prominent.
Now let me discuss how I have achieved the aims as set forth in the preface.  I claimed to make five contributions to the literature.

First, I hope to have developed a theory of shame and social sanctions that is unique.  The study of social norms has become a central focus across the social sciences in recent years, and much attention has now turned to informal, decentralized and community sanctions to enforce these norms (Horne (2001) presents a recent discussion).  However, little has been done in terms of modelling the content of social sanctions, or explaining the internal, cognitive mechanisms through which they work.  I hope that I have contributed to this effort in two regards.  First, I have tried to emphasize the importance of normative or moral motivation in social sanctioning.  Much sociological work simply assumes conformity as a motivational primitive.  I have tried to show that although there are desires to conform, they must be placed into the context of what is being conformed to.  Second, where there is normative content to the sanctions, I have shown how this content is related to an individual’s objectives.  That an explicit model of normative reasoning is not present here is a failing I hope to correct in future writings.
This leads to the second contribution of the thesis.  I believe that my theory of rational shame as explained in chapter 2 offers a new approach that explains in a rational choice manner what would otherwise be seen as “paradoxical”, as Coleman did.  By incorporating a theory of weakness of will into the explanation of social sanctioning, I believe I have offered a means of explaining the traditional problem of conformity with the rational, intentional approach to social explanation.  Given that many sociologists who would still subscribe to what Hechter calls “normativist” and “structuralist” point to evidence of widespread conformity as grounds for rejecting the individualism implicit in rational choice, this argument might help to interpret evidence of conformism from a rational choice position.

The third contribution I have made follows from the first two, in that I have attempted to develop an approach that is sensitive to the nature of motivation as a function of an actor having certain reasons.  In chapters 2 and 3 I have shown how reasons have an “all or nothing” character which seems to belie the model of trading off between utilities.  This view has implications for social sanctioning in my model by virtue of showing how social disapproval affects one’s reason through the framing of actions.

Fourth, experimentally I have provided a critical examination of the idea of a cooperative disposition.  In addition to questioning the construct validity of this idea, I have operationalized the results of the discussion by using both quantitative (the SVO) and qualitative (the prosocial decision heuristics scale) approaches to reasoning and acting cooperatively.  I believe that this approach will be important in predicting and explaining cooperation.

Lastly, I have made a contribution to the study of individual value orientations in punishment behaviour in public goods contexts.  I have applied motivational crowding theory to explain how individual value orientations react under punishment, an approach which tests and validates the theoretical explanation of motivational crowding in social sanctioning as developed in part I of the thesis (especially chapter 3).

In conclusion, I hope I have achieved the aims that I have just elucidated.  I hope that if the reader is not convinced by this work, that he will have been motivated to develop counter-arguments against it.  
Appendix 1: A Philosophical Discussion of the Problem of Self-Control

McClennen (1990, 1997) has developed what might be called a rationalist approach to the problem of self-control.  He argues that we can rationally become “resolute” in the face of weakness of will problems.  I will show here why this argument fails, and hence explains the ubiquity of the types of mechanisms which employ social relationships as complements and substitutes for individuals’ inability to exercise self-control.  He begins his recent (1997) essay on the theory of rational resolute choice as follows:

I propose to explore to what extent one can provide a grounding within a theory of individual, rational, instrumental choice for a commitment to being guided by the rules that define a practice.  The approach I shall take – already signalled by the use of the term ‘instrumental’ – is Humean, rather than Kantian in spirit (1997:210).

In this essay I will firstly present a refutation of McClennen’s theory that resolute choice is a theory of instrumental, dynamic choice.  I begin in section one by offering two distinct approaches to instrumental reason.  I demonstrate that on one version of instrumental reason, which is fleshed out into three axioms of choice and action, resolute choice falls onto the horn of one of two dilemmas: it either fails to be an instrumental theory of reason, or it fails to be a theory of dynamic choice.  The second section of the essay is a critical analysis of McClennen’s defence of resolute choice as presented in his book Rationality and Dynamic Choice (1990 (RDC hereafter) and his subsequent article “Pragmatic Rationality and Rules” (1997 (PRR hereafter). This section demonstrates that McClennen rejects premises which are, on one conception of instrumental reason (the conception suggested in the impossibility result), definitive of an instrumental approach to practical reason.  I argue that McClennen only uses one of two possible definitions of instrumental reason, and, contrary to his own claims, does employ a conception of the person that favors a particular theory of rationality.  Section three concludes with a discussion of what I will argue are acceptable incommensurabilities in theories of instrumental reason.  

A1. An Impossibility Result for Resolute Choice?
In this section, I will first define resolute choice.  Then I will provide two different theories of instrumental reason, and discuss the implications of different conceptions of instrumental reason.  Section 1.3 offers three axioms to which an instrumentalist, who at least holds one version of instrumentalism (I.1, defined below), would subscribe, and defends these axioms.  Section 1.4 shows that these axioms conflict with resolute choice, and argues against resolute choice being a theory of instrumental choice.  Section 1.5 concludes and introduces the issues discussed in section 2.

A1.1 Resolute Choice
Suppose that you are on a diet.  You are considering going to the movies later, but you know that the smell of the buttered popcorn in the movie theatre will make you want to eat a very fatty helping of that popcorn, and you are trying to lose weight.  You have four options open to you (see also figure 1):

O1: you can avoid going to see the movie altogether, knowing that you will eat the popcorn.  

O2: you can go to the movie bringing just enough money for the movie ticket, so that you do not have the money to buy the popcorn (but meaning that also you will not have enough money for the bus fare home, and must take a long, unpleasant walk).  

O3: you can go to the movie with enough money for the bus, and end up eating the popcorn (and have to walk home).  

O4: you can go to the movie with enough money for the bus, not buy the popcorn, and take the bus home.  








O1 and O2 correspond to what is known as sophisticated choice.  The term is taken to mean that you are sophisticated enough to anticipate your conflicting future preference, and so take an action which enables you to avoid the act you wish not to perform (eating the popcorn).  Thus, you can avoid the situation (O1), or use a form of external pre-commitment that enables you to enjoy some good but not succumb to the temptation (O2).   O3 is an instance of myopic choice: you do not foresee your future preference change; hence, you both gain weight and have to walk home.

Resolute choice is the theory developed by McClennen in which O4 is taken to be the rational action.  It is justified as the rational choice on pragmatic, instrumental grounds: that is, this strategy gets you something that you want.
  It seems sensible, so the argument goes, that if you want to go to a movie, and still take the bus home, and wish not to be fat, that you should just plan to do so, and execute the plan to go to the movie and take the bus home.  The snag in the theory, as stated by the traditional theory of dynamic choice, is that the motivation that you have at the time before the movie (not to be fat) and the motivation you have at the movie (to eat the popcorn) conflict.  Hence, the sophisticated chooser, knowing that he will eat the popcorn at the later time, believes that resolute choice (O4) is simply infeasible.

However, resolute choice is meant to be a theory that gives us reason to stick to our plans precisely because of such intertemporal, intrapersonal, motivational conflicts.  It is argued by McClennen that the sophisticated chooser’s assumption that the agent will choose what he wants to at the time, even if so choosing goes against the ex ante self’s wishes, is an unacceptable consequence of assuming separability of different choices at different times (McClennen, RDC: passim).  Instead, argues McClennen, we should not see our future and present choices as radically separate: what I choose now can be in service of my future self’s aims, and my future self can rightly ignore its present aims to serve a “backward looking” desire.  

So much for a brief introduction to the theory of resolute choice, which is extensively discussed in section II.  Let us now turn to defining instrumental reason, so that we can see whether resolute choice is a version of instrumental reason as McClennen claims.

A1.2  Defining Instrumental Reason
Let us begin by asking: what does “instrumental” or “Humean” mean?  Although there has been a great deal of argument over what instrumentalism means, and how this relates to Hume’s doctrine in particular, I will restrict myself to one simple distinction.  This distinction states that instrumentalism can mean one of two things.  These are as follows:

Instrumentalism 1 (I1): Instrumentally rational action is that which successfully maximizes the probability of achieving one’s aims.

Instrumentalism 2 (I2): Instrumentally rational action is that which successfully achieves one’s aims.

Note that the difference between these two definitions is greater than it may first appear, given that only “maximizes the probability of” is removed from I1 to I2.  The difference is largely that I1 is meant to focus on the nature of the action, where I2 is meant to focus on the outcome.  I1 says, “do the best you can, given various constraints”, where I2 says “do the best.”
 McClennen defines the “pragmatic” and “instrumental” notion of rationality as entailing that any action is rational just in case it achieves your aim.  

However, in endorsing I2, McClennen does not take the constraints of I1 seriously.  For example, if it turned out that going through the mental act of trying to will yourself into being a turnip would help you to better focus on your shooting an arrow at a target, and your aim is to hit the target, I2 suggests that trying to will yourself into being a turnip is rational.  On the other hand, I1 would suggest, “since you know that you can’t really become a turnip, going through this mental procedure just won’t be possible, and it would be a waste of your efforts to do so as a means of hitting the target, so you ought to find some other means of hitting the target.”  

Perhaps unfairly, the analogy above suggests that McClennen’s definition of resolution entails something like the rationality of willing yourself to become a turnip if it would help you achieve your aim.  My argument is that resolute choice does not accommodate the fact that an agent must take seriously his prediction that he may not be able to seriously will himself into becoming a turnip.  This argument applies to the problem of dynamic choice in that McClennen does not take seriously an agent’s prediction that he will take an action (which he may now wish not to take) in the future.  Yet, it is this very problem that defines intrapersonal dynamic choice situations as problematic.

Now, I shall take the view that what is rational does depend on the constraints on your rationality, so it may appear that I must subscribe to I1, but I do not.  I instead hold that if you are the type of person who can go through the mental procedure of trying to will yourself to become a turnip in order to achieve your aims, it is rational for you to attempt to will yourself into being a turnip (i.e., you should follow I2).  On the other hand, if you are a person who believes that such an action would be impossible (I1), and hence would not help you to achieve your aim, then you should not attempt to will yourself into being a turnip.  As McClennen’s theory is a normative theory of how one ought to choose, he must tell the person who believes I1 that they should believe I2.  However, McClennen does not tell us how to become such a person, only that we can achieve our aims if we could become such a person.  

The other distinction within instrumentalism that I wish to make concerns the rationality of taking actions that are means to ends.  That is, there is a debate in instrumental rationality as to whether rationality mandates the willing, or desiring, of means to ends.  The debate can be demonstrated as follows.  Suppose that I wish to become rich.  Instrumental rationality (or practical syllogistic reasoning) would seem to suggest the following argument:

Major Premise: If you wish to become rich, you should work hard in a high paying job.

Minor Premise: I wish to become rich.

Conclusion: I should work hard in a high paying job.

Thus, instrumental rationality suggests following the means as discussed in the major premise of the above argument, namely, you should work hard.  But, suppose I do not want to work hard?  The instrumental theorist would seem able to level a charge of “practical irrationality” against me.  That is, since I can recognize a clear means to my end, to fail to take this means is irrational (for a defense of this view by proponents of instrumental rationality, see Broome (2000) and Hubin (2001)).  But this move is too quick.  Consider another characterization of this means, which is that I have the end of living a leisurely life.  On this characterization, “failing” to will the means of working hard is simply a conflict of ends or desires (i.e., a conflict between a desire for leisure and a desire for income).  It is my contention that any failure to take a means can be seen as simply having another conflicting and overriding end.
   

There are two reasons for noting this strong version of instrumentalism.  One is to object to the critics of Humeanism that as a theory of reason it is devoid of content, which I discuss in the following paragraph.  The other is to counter a particular defence of resolute choice, which states that if being resolute is the correct means to achieving an end, then you should be resolute.  On the latter point, let me just express the point briefly that (a) an instrumental approach does not normatively require that you become resolute if doing so will help you achieve your aim, and (b) much less would instrumental reason tell you to become resolute if you do not believe you can become resolute.

However, should the version of instrumentalism advanced here (that is, I1) be accepted if, as some claim, it is theoretically empty?  Regarding the supposed “emptiness” of the Humean theory of rationality, it is argued by Hubin (2001) that being able to see the failure to will a means to an end as a failure of rationality is a riposte to Korsgaard’s (1997) arguments against instrumentalism as a normative theory of rationality.  Korsgaard’s argument states that if a theory of rationality could not fail according to some normative standard, then it is no normative theory at all.  Hubin argues instead that the instrumental theory of rationality can fail (e.g., through weakness of will), and hence can be accorded normative status.  

On Korsgaard’s view, if the theory of instrumental reason said only that doing whatever you want, according to some present desire, was rational, it would be impossible for any practical irrationality to arise, and hence such a theory would fail to provide a normative criterion for how to act (as there could be no normative failure).  The Korsgaard argument states, then, that a normative theory must admit of failure; so if the no-failure-of-rationality theory of rationality (as we may call one version of instrumentalism) presents itself as a normative theory, it cannot be a normative theory as it does not admit of a condition of failure.  

The defence of the no-failure-of-rationality theory is, as Hume would have suggested (see Millgram (1995)), that this approach is actually not a theory in this sense at all.  This approach to instrumental rationality describes instrumental rationality.  A descriptive theory requires no normative criterion of failure. Instead, a descriptive theory simply accurately describes what rationality is.  But to leave the matter here would be, I believe, unfair to this position.  Instead, we can say that this approach to instrumentalism is between descriptive and normative status; namely, it is explanatory.  On this distinction, there can be differences between descriptive, explanatory, and normative approaches.  A descriptive approach is a theory just in as much as it uses some theoretical terms over others.  

The step to an explanatory approach goes one stage further.  It requires that a description permits an alternative outcome (or dependent variable) which can take one of two values, which arises from an explanatory factor (or independent variables) which can take one of two values.  For example, the dependent variable can be drinking milk or not drinking milk; the independent variable could be whether you want to drink milk or not.  The Humean approach merely states that the way an explanation works is that if you are drinking milk, it is because you want to drink milk.  Now, there cannot be a failure here, because on the Humean approach, if you are drinking milk it is because you want to be drinking milk.  

This is of course just the assumption of “revealed preference” as used in choice theory.  Although revealed preference theory in economics has many opponents, mostly as a theory of what constitutes an agents’ welfare (as Amartya Sen (1977) argues), its status as a descriptive/explanatory principle is still championed by many.  This approach has been supported by a number of Hume-inspired philosophers.  For example, Blackburn (1998) argues that the revealed preference assumption of rational choice is just “an interpretive grid from which we read back the subject’s real concerns or preferences”, and eschews the idea that the theory of rational choice offers normative guidance at all (1998: v, and see the further discussion in (1998: 161-8)).

Unlike the defence of Humean instrumentalism advanced by Hubin (2001) in which there can be normative failures due to weakness of will, on my interpretation of Humeanism, there is no such phenomenon: your behavior is simply caused by what you want. So, we may say that the Humean theory is quite happy not to be a normative theory, but the Humean approach is not devoid of explanatory content, as the critics of Humeanism might claim.  

As we shall see, what is unclear in the theory of resolute choice is whether or not it is a theory in both a descriptive and normative sense.  While it is certainly intended to be normative, it is not clear that the theory is descriptive for all agents.  Regarding its normative status, however, I will show that, on the one hand, if the theory is normative, it offers no advice to those to whom it applies, namely those agents who are already capable of being resolute.  On the other hand, I will show that the other target population to whom it offers advice, those who are not resolute, do not receive any useful normative guidance from the theory of resolute choice: for them, being resolute is simply infeasible.  Thus, as a normative theory, resolute choice fails.  

A1.2  Three Axioms of  Instrumental Reason
Let me begin by stating the three axioms that are entailed by most versions of I1:

NDD (No Deciding to Desire): One cannot decide to desire at will

PDA (the Present Desire theory of Action): One’s future behaviour is caused by one’s desires at that (future) time, not at the time of deliberation about what to do in the future

CP (Correct Prediction): If an agent predicts that he will ( at T2, ceteris paribus, he believes that he will ( at T2

I will show that violating NDD or PDA demonstrates that a theory of action is not a Humean/instrumental theory, and that violating CP shows that a theory of action is not a theory of dynamic choice (i.e., choice over time).  McClennen claims that resolute choice is both instrumental and concerning dynamic choice, but I will show that it cannot be both, and hence fails to meet its stated objective. 

Let me now offer brief justifications for the three axioms.

NDD states the view that, just as one cannot decide to believe, one cannot, through an act of will, decide to desire.  The case against deciding to desire is thoroughly presented in Millgram (1997: ch. 2), but let me offer a brief example as to why most accept NDD.  Imagine that I want to be a cultured person, and I know that cultured people like opera, but I do not.  Can I become cultured just by desiring to like opera, by an act of will?  It seems unlikely that I can will such a thing. Imagine that I am successful in deciding to desire to like the opera.  Have I really appreciated the opera if I merely wished that I do so?  Should I feel any more cultured because of my appreciation of opera?  It can be argued that having a functional program built into me which simulates liking the opera (perhaps producing a pleasant state of mind by automatically increasing the release of serotonin in my brain) is not actually liking the opera at all.  Instead, there is a mere input-output relation (opera in, pleasure out) which, while it may actually create enjoyment, is not the kind of experience of enjoying opera that the cultured person enjoys.

This is not to say that various means of acquiring the preference are not available to me; although there is debate as to what extent one can intentionally create desires or other psychological states.
  What these debates share is an opposition to the idea that one can deliberatively and intentionally create desires.  

It is worth noting the connection to other well-known forms of “functional” theories in the philosophy of mind and action that illustrate the possible downside, but not necessarily the normative rejectability of, deciding to desire: see Searle’s (1980) “Chinese room” argument; Nagel’s (1974) “what it’s like to be a bat” argument; Jackson’s (1986) “Mary the colour scientist” argument; Nozick’s (1974) “experience machine”; Quinn’s (1993) obsessive radio tuner; and Hollis’ general view that the belief-desire view presents an unappetizing picture of the agent as “all process and no substance” (1987: 60), and hence presents the agent as a “mere throughput” (1994: 185).  All of these arguments suggest that a mere knowledge (defined as some functional program or brain state) of the content of an experience that produces utility or output is insufficient to produce the “real” subjective content of that experience itself or its utility.  Of course, there are differences between these cases, but they share the general intuition that a transplanted or functional experience is not the same as a “real” experience.  If we accept that functional or transplanted states are ones we would not desire, then those states which violate NDD are included in that set, and our intuition that we would not desire such states adds to the normative force of NDD.  

PDA articulates the Humean principle that motivation to act happens at the time of action, not before or after.  Utility may happen before or after the action, but we do not assume utility to be the same thing as motivation (although motivation is meant to “track” utility; that is, our motives are taken, in the instrumental theory of rationality, to aim at bringing about utility).  On PDA, when one acts, it is based on a motivation to achieve a presently-held aim, not to satisfy a motive one will have tomorrow or yesterday.  It may be the case that one’s motivation is affected by the prospect of future utility, but one should only act for future utility if that utility outweighs one’s present motive for some other source of utility now.  However, McClennen does not argue thus.  Instead, he argues that an agent takes the act ( at T2 simply because he has decided to do so at T1.
  

CP states that if I predict that, based on my previous experience, I will ( at T2, then I am generally correct in thinking that I will do so.  In this way, CP states the fairly innocuous assumption that people will in general be successful in their prediction of their own future behaviour.  At the very least, CP states that agents themselves believe that their predictions will be correct.  

Note that I1 will be more attentive to axioms NDD and PDA; CP is always exogenous, defined as a function of one’s degree of confidence in their predictions of their future behavior, and hence CP can take any value (i.e., the degree of confidence one has in one’s predictions of one’s future behavior).  The idea of correct prediction is not that one is always correct in one’s prediction, but that (as a strong condition) one’s predictions are correct generally, and that (as a weak condition) one’s predictions are believed to be correct generally.
  But NDD and PDA are axioms that may not be changed by degree without violating the intuitions underlying I1.  One cannot decide to desire just a little, or let a little of one’s non-present motivations influence behavior without violating I1.

Resolute choice thus must take one’s degree of CP as given.  That is, resolute choice does not give advice as to how to predict your own behavior.  Instead, resolute choice gives you advice on how your present desires should determine your behavior (PDA) or how you should manipulate your own desire set (NDD) in order to achieve your ends.  

Let me now show how it is that accepting these three axioms must violate the claims of resolute choice.

A1.2  How the Axioms Conflict with Resolute Choice
First, resolute choice could dictate that agents can decide to desire and violate axiom NDD.  One way of putting resolute choice is to say that you have predicted that you will desire to not-( at T2, but since you want now (at T1) to want to ( at T2, you simply decide that you will want to ( at T2.  Thus, you have decided to desire.

If this is so, then McClennen’s supposed defence of his theory as a Humean/instrumentalist theory of rationality is false.  Resolute choice may be a theory of rationality (i.e., a Kantian-type theory which allows for “self-legislation”), this criticism suggests, but not one which can align itself with a Humean/instrumentalist philosophy of mind and action.  By violating axiom NDD, his theory can no longer be called Humean or a theory of instrumental reason of the I1 variety.

Second, concerning axiom PDA, the Humean model of action suggests that action must be motivated by present desires.  It may be that although resolute choice does not violate NDD, resolute choice may suggest that later action is caused by earlier desires.  In this way, resolute choice may violate PDA by stating that the desire at T1 to ( when at T2 just “carries forward”; i.e., my previous desire stays with me such that it overrules my later, (then-)present desire to not-( at T2.  However, this view of motivation seems to be descriptively false: the usual version of why you wanted to do something invokes a current desire to attain a certain good.  More importantly, it is the very nature of a dynamic choice problem that you have different motivations at different times.  If agents could simply act on an earlier preference against a later preference, dynamic choice problems would be no problems at all.  

Lastly, note that if CP holds, then resolute choice necessitates violating either NDD or PDA, in which case, resolute choice fails to be a theory of Humean/instrumental choice. The third problem faced by resolute choice, if the axioms discussed above hold (specifically the PDA axiom), is that it may fail to do what it says it will do, namely, provide a theory of dynamic choice.  On this point I argue that the framework of resolute choice is simply incorrect: to predict that one will eat the popcorn at the movie theatre and then proceed with the intention not do so (absent an external constraint) is simply to incorrectly predict one’s future behaviour.  Indeed, if you go on to knowingly and intentionally ( while still holding your earlier prediction that you will not-(, then it can be said you really have not made a prediction at all.  If to predict one’s future behaviour is also to know or believe what your future behaviour will be, McClennen’s theory says that an agent effectively says to himself at T1: “I will not-( at T2 and I will ( at T2.” As Hampshire put a similar point some time ago: “One may intelligibly say ‘I have made up my mind to try, but I think I will probably fail.’  But it is self-contradictory to say ‘I will try, but I have made up my mind to fail.’” (1959: 112).

The implication of not rejecting CP for resolute choice is that it simply offers a model of deliberation, not a theory of how to overrule future preferences by present preferences.  Regardless of how near or far into the future your behaviour will take place, if you are not certain of what you will do (that is, you have not made a prediction of your future action), then you are still deliberating.  In this way, if PDA holds, then it must be that CP is violated; hence, resolute choice is not a theory of dynamic choice.  To use my original example, it may be that I’m unsure whether I’ll have the popcorn, but once I decide not to choose it (at T1), and then at the time of choice (at T2) I do not choose it, then, by PDA, I don’t have the desire to eat the popcorn. 

The problem of reconciling this “revealed preference” theory, suggested by PDA, with CP may be with the very formulation of a dynamic choice problem, for it relies on correct prediction existing simultaneously with deliberation about what to do, which some have argued is in fact impossible.  As Pears describes this position in the philosophy of action: 

The point that some philosophers want to make is that, when he (the agent - SWO) thinks his action will depend on his decision, he cannot predict it inductively, because he cannot predict his own decisions inductively.  They maintain that, in such cases, what he will do must remain an open question for him until he has made his decision.  It would follow that an inductive prediction, made by him, of his own decision could never come true, since his prior certainty would exclude the possibility of his subsequent decision.  (Pears, 1968: 97-8).

Now, if this view is correct, there cannot even be a dynamic choice problem, as a Humean might claim, and so perhaps McClennen has a point about deliberation and action.  Nevertheless, it is not the point that McClennen himself claims to make, which is that resolute choice applies to dynamic choice problems.

A1.2  Conclusion to the Instrumental Axiomatic Critique of Resolute Choice
Resolute choice may be an attractive theory of rationality.  However, if one wants a theory that is both Humean/instrumental, as well as dealing with dynamic choice problems, then McClennen’s definition of resolute choice will not suffice.  

In sum, the argument provided by this result is not so much a standard impossibility result, but instead suggests that being resolute may be irrelevant.  For, on the one hand, the argument from PDA suggests that if you have a desire at the time of acting that is the result of your previous deliberation and you have concluded that you wish to (, then you do not really need to “be” resolute in order to not be tempted by not-( at T2.  In this way, resolute choice offers no normative advice to the person at T1 who is already capable of “just not wanting” to not-( at T2.  On the other hand, if you are sure that you will not-( after deliberation (i.e., you make a correct prediction), then your resolving to ( is an irrational choice, for you have already correctly predicted that you will not-(.  In this way, resolute choice offers no normative advice to the agent who is not capable of “just not wanting” to not-( at T2.  In either case, resolute choice fails to offer normative advice.   

A2. The Argument for Resolute Choice, and Why it Fails

If my argument above is correct, McClennen’s argument is mistaken: it is not possible for a sophisticated agent to just resolve to act against his correctly predicted future desires, nor should an instrumental theory of reasoning recommend that he should.  So, why does McClennen think that this is possible?

This section offers a reading of McClennen’s theory, based largely upon his more recent formulation of resolute choice (PRR), which explains why he thinks that this is possible.  I will argue that the fundamental mistake is to not take intrapersonal conflict seriously enough.  In short, I will show that McClennen thinks that if an agent recognizes the problem of intrapersonal, intertemporal conflict, then this is sufficient to resolve the problem.  Of course, his move debunks the problem. However, one cannot debunk a problem and simultaneously offer a solution to that problem: if the problem is debunked, there is no solution to apply.  This is the mistake McClennen makes.  This mistake is the consequence of McClennen rejecting the separability principle of consequentialism.  As McClennen states, “separability entails…the application of consequentialism in a radically incremental manner” (PRR: 230), that is, that one maximizes afresh at each choice node.  

In particular, I accuse McClennen of two types of error.  First is that he employs only a narrow conception of instrumental reason, referred to as I2 in the introduction.  Second, McClennen claims that his achievement is that he shows resolute choice to be normatively required without imposing a substantive conception of the person.  That is, McClennen’s conception of the “intrapersonal world is Humean not only in its conception of rationality, but also in its conception of the person”, in that he has “tried to avoid making the argument pivot on some theory that holds the self to be metaphysically identical form one point in time to the next.” (PRR: 242).  Now, while McClennen does not assume the self to be identical over time, he does assume ongoing concern for different parts of the self (as I will show below), and I will argue that this assumes too much to be a “solution” to intrapersonal dynamic choice problems.  This is what I mean by “not taking intrapersonal conflict seriously enough”.

 Now, it seems that McClennen goes back and forth between a normative and a descriptive version of what resolute choice is.  On the one hand, he clearly means resolute choice to be a normative theory of what one should do in a situation where one faces a situation of dynamic inconsistency.  On the other hand, McClennen must also assume that his normative solution to the problem is a solution to a problem which is descriptively possible.  That is, first, it must be descriptively the case that there are in fact separate time-slices of the person with conflicting motivations for some agents.  Second, it must be the case that it is descriptively possible that there are or can be resolute agents. That is, that there are real problems of dynamic choice and there are real resolute agents.

The following section shows that the concepts he invokes to make being resolute normatively justifiable are concepts which simply do not apply to the idea of separate selves with conflicting motivations.  It is here that I make the argument more thoroughly that McClennen does make specific assumptions about the nature of the person: namely, he postulates concern for the welfare of future selves, and it is this that changes the nature of (or dissolves) the problem. 

This section proceeds in two parts.  I first consider the axiomatic refutation of resolute choice presented above in terms of McClennen’s own arguments.  That is, I will enquire as to whether there is textual evidence that McClennen’s version of resolute choice does in fact deny one or more of the axioms NDD, PDA, and CP.  In the second subsection I will provide an analytical commentary on McClennen’s argument in PRR, and show that all of his reasons for adopting resolute choice as the normatively required means to solving intrapersonal dynamic conflict, in fact (a) fail to respect the very nature of intrapersonal dynamic conflict, and (b) does so by making precisely the kinds of metaphysical assumptions about the person that he claims to deny making. 

A2.1 Resolute Choice and the Instrumentalist Axioms: McClennen’s Account
Although the terminology for the three axioms I have introduced are my own, these concepts can be found in McClennen’s writings on the topic.  Indeed, employing these axioms helps to map a shift in McClennen’s thoughts on the definition of resolute choice, from his book Rationality and Dynamic Choice (1990) to his later article “Pragmatic Rationality and Rules” (1997).  

Consider the distinction between rejecting PDA or NDD as follows: rejecting PDA means that your action need not be caused by your current desires.  Rejecting NDD, conversely, means that you change your future desires to reflect the wishes of what your earlier (ex ante) self wants your future (ex post) self to have, and you still act on a current desire (and hence accept PDA).  Resolute choice can take either form, and it would seem that it has taken both forms: I will argue that in RDC McClennen favors rejecting NDD as the form resolute choice should take, while in PRR he favors rejecting PDA.

In PRR, McClennen states “(o)n the standard preference (or desire) and belief model, it is your preferences together with your beliefs that causally determine your choice of an action…If preferences are to play a causal role, it must be the preferences you have (together with your beliefs) now, that determine your choice now.” (PRR: 223).  Or, “there can be no causal action at a distance.” (ibid).  Now, this is precisely what I have called axiom PDA, and McClennen now rejects this axiom as the consequence of rejecting the separability principle. 

McClennen seems to have shifted to this interpretation of resolute choice, as discussed in PRR, where he states that: 

…another issue is whether being resolute implies that when the time comes to execute such a (resolutely chosen - SWO) plan…it makes sense to think of yourself as (1) preferring, all things being equal, to do so or, alternatively, as (2) preferring to not follow through, but thinking of yourself as not really having that option any longer.  For those who suppose that preference tout court determines choice, it will be tempting to argue that if you are resolute, it must be that you face no preference shift at all: what you end up doing, ex post, is what you prefer to do, both ex ante and ex post.  On this view, resolving to act in accordance with a plan presumably changes the preferences you have at the time that the plan is to be executed: what you now prefer to do, having resolved to act in a certain manner, is not what you would have preferred to do, if you had not so resolved. (PRR: 238)

However, McClennen now seems to reject this interpretation of resolute choice where NDD is rejected.  At this point in his discussion, McClennen introduces a footnote where he states that in RDC: 213-5, he “defended such a view” (PRR: 238, fn. 41).  In this section of RDC, the most succinct statement of McClennen’s view that rejecting NDD is the best characterization of resolute choice, is the following: “…one can imagine that a rational preference maximizer who is faced with the problem of conflicts between his present and future selves might be prepared, under certain situations, to revise the preferences he would ordinarily have in the context of certain choice situations.” (RDC: 214).  Of course, this sounds like rejecting NDD, as it allows agents to “revise the preferences” he has through an act of will. 

McClennen now seems to favour the rejection of PDA as the way to characterize resolute choice.  As he puts it: the approach he has now warmed to “involves an appeal to the notion of counterpreferential choice” (PRR: 238).  Thus, rejecting separability can now be interpreted in McClennen’s newer formulation as accepting NDD and, by allowing counterpreferential choice, rejecting PDA.

There is a final point to be made regarding McClennen’s current view of NDD.  While it appears that McClennen favors rejecting PDA as the proper formulation of resolute choice in PRR, he does note in a footnote:

…it must be acknowledged, for example, that the logic of belief is such that we cannot simply will ourselves to believe a proposition to be true; and it must also be acknowledged  that there are some psychological and/or physical states, like being asleep, that cannot be brought about by a direct act of deliberative willpower.  On the other hand, we are not required to conclude from these observations that a commitment to (being resolute-(NOTE MADE BY AUTHOR)) cannot be deliberatively achieved.  What (this) argument turns on, I suggest, is the specious assumption that such deliberative commitment would, in the typical case, be irrational.  What I hope to show is that this assumption is incorrect.  (PRR: 215, fn. 11)

I believe here that, although it sounds like McClennen might also be endorsing the rejection of NDD (as he notes (what he sees as) the disanalogy with deciding to believe), but I think in fact he is just saying that it is rational to decide to deliberately (i.e., deliberatively) not act on your present desires when you experience them in future.  That is, I believe McClennen is now arguing not that you can decide to desire, but that you can choose your disposition to act on your desires, and he now states that you can change your disposition such that you act counterpreferentially (i.e., you can violate PDA).

A2.2 McClennen’s Justifications for Resolute Choice
In the following section, I turn my attention to McClennen’s arguments for why an agent should accept resolute choice as a normative principle of choice, specifically what justifies rejecting PDA (i.e., the idea that our current preferences need not be the sole determinants of our choices).  McClennen employs six main arguments to justify resolution generally, and rejecting PDA in particular: the coordination argument, the argument from wasted resources, the use of the Pareto criterion, the joint intentions argument, the fairness argument, and the second-order/metapreference argument.  

Let us begin with the coordination argument.  For coordination to be of interest to intrapersonal choice, there must be a coincidence of interests.  This is exactly how a coordination game in game theory is defined. This is in contrast to “mixed motive” or “conflict of interest” non-zero sum games such as the prisoner’s dilemma.
  Now, McClennen seems to go effortlessly between the two, which goes some way to explaining why his characterization of resolute choice, in my view, fails.  As McClennen states of his account of conflicting preferences over time (PRR: 228, fn. 30): “The model that emerges in all these cases, then, can be described as the intrapersonal analogue to the model of ‘coordination’ or ‘cooperation’ that is central to virtually all work in game theory on interpersonal interaction”.  Note that McClennen makes no distinction between coordination and cooperation here or elsewhere, and that this is a motivationally significant distinction.  Coordination merely requires a focal point or salient equilibrium to ensure the chances of success (see Schelling (1960) for the classic discussion), but this is a function of knowledge of other actors’ likely behavior, not one’s own motivation. However, cooperation (as is required in a prisoner’s dilemma) requires a change in ones’ motivation, and for cooperation to be achieved in the interpersonal case, individuals must have some motivation other than self-interest.  If we assume that each time-slice of the person is concerned only with its own utility, which is how we define intrapersonal dynamic choice problems, then cooperation can no more be achieved in the case than in the interpersonal case. 

With regard to assuming coincident interests that justify coordination, McClennen seems to go back and forth.  On the one hand McClennen characterizes the reason that dynamic choice can present a problem as follows: “(t)he problem is that nothing ensures that your concern now for what you will be able to secure in the future coincides with the concerns you will subsequently come to have.” (PRR: 226; emphasis mine).  On the other hand, he later states that resolute choice is plausible, not because of a metaphysical conception of the self as a unified being, but by appealing “to the more modest claim that certain interests that a given agent has at one point in time will typically coincide with interests such an agent has at other points in time.” (PRR: 242; emphasis mine).  Thus, McClennen defines a dynamic choice problem as one where nothing ensures that your current interests will coincide with your later interests. Then, he goes on to ground the plausibility of resolute choice as a normative solution to the problem by effectively redescribing the descriptive premise of the problem of dynamic choice, e.g., by stating that as a descriptive fact most interests of the self through time will just happen to coincide.

But we may ask, if interests just happen to coincide, then are we really facing the dynamic choice problem we set out to solve initially?  This point can be expressed in terms of the “interpretation of pay-offs” problem.  Binmore (1994: 164) has argued that any analysis of a prisoner’s dilemma that shows cooperation to be rational offers “the wrong analysis of the wrong game”.  That is, the prisoner’s dilemma is a dilemma just because the pay-offs in the game make a collectively rational solution unavailable to individually rational players.  If the pay-offs were described in a game where interests coincide unproblematically (i.e., if the strategy of cooperating were not dominated), then the prisoners would have no dilemma at all.  Dissolving the dilemma in this way is just what I argue McClennen has done with the intrapersonal dilemma. 

Now, it may be conceded that if it is the case that interests of the self do coincide over time, there is still perhaps a role for an idea of resolution.  That is, it may be that there is some common concern uniting a self between different time stages, which is perhaps what McClennen means by separate parts of the self possessing interests which “typically coincide”.  For instance, suppose I want to get up from the seat I am in to go up to the café counter to buy a cup of coffee.  If I do not have some means of coordinating the motives I have at T1 (when I’m sitting down) with the motive I will have at T2 (when I’m at the counter), then I could not undertake even the most basic action.  So, the idea of coordinating one’s interests over time certainly has some inherent force, or else one would be walking around confused in the world, never sure of what one was doing at any one time.  

However, this simple case of coordination is one where there is a complete coincidence of interests.  I want at T1 (sitting down) to have a coffee, and I want at T2 (at the counter) to have a coffee.  In this case, one can call this kind of coordinating motivation “being resolute” if one wants, but it seems indistinguishable from simply deliberating and acting.  There is no need for resolute “willpower” to overcome a later, divergent motivation; just the need for a will, where the will is just what is helping an agent carry through his formed intention.  As Hobbes famously declared, “will, therefore, is the last appetite in deliberating” (1960: pt. i, c. 6).
  However, McClennen seems to suggest that the fact that human agents have a need for a will to carry out coordination of coincident interests somehow entails the existence of a willpower to help achieve cooperation.  Of course, if this is the case, then the mere existence of conflicting interests naturally causes the existence of resolute choice or willpower, and McClennen has failed to show that this is a normative reason for adopting resolute choice.

So why should one care to “coordinate” or, more accurately, impose cooperation on one’s interests over time?  There are two of McClennen’s arguments that I will consider in this regard: the wasted resources argument and the use of the Pareto criterion.  

First, McClennen at various points suggests that being resolute makes sense on “pragmatic” grounds, by which he means that he “makes the case for being resolute in certain cases in which there are comparative advantages to being resolute rather than sophisticated, as measured in terms of standard ‘economic’ values of the conservation of scarce resources, freedom and flexibility…” (PRR: 235, 241).  But why should the person as a whole have any concern for economizing on resources if that person just is the ex ante and ex post perspectives, each of which has its own interests?  At the time of choosing to execute the plan, the ex post self may not care one iota for economizing on resources if so doing gets in the way of it doing what it wants to do.  One could argue, following Ainslie (1992), that the ex post self may care for economizing resources in the context of an ongoing bargaining process between the person’s interests, where in a long term non-cooperative game within the person (i.e., an indefinitely repeated intrapersonal prisoner’s dilemma) this may be in equilibrium.
  But McClennen’s is not a model of bargaining between interests of the person, but of interaction between only two different interests of the person that are separated at, at most, three points in time.  Thus, it is only if McClennen assumes a “higher-order” self that is concerned that each time-slice of the person has its “fair share” of resources, that economizing on resources can make sense in order to be resolute.  But, if we assume this higher order self, our problem disappears.

A similar argument can be made against McClennen’s invocation of the Pareto criterion as a justification for being resolute.  McClennen states that “the only ‘rational’ sequence of choices you can make leads to an outcome that can be characterized as intrapersonally suboptimal.” (PRR: 234).  But this is just not the case: it is personally suboptimal if both sub-parts of the person are worse off, but they are intrapersonally optimal; just as in the case of the interpersonal PD, the result is collectively suboptimal, but individually rational, and hence optimal.  That is, the relevant criterion for judging success of an outcome in an intrapersonal non-cooperative game is the Nash equilibrium criterion, not that of Pareto optimality.  That is just what taking intrapersonal conflict as a problem requires.

So what does McClennen believe justifies being concerned with Pareto optimality or economizing on resources?  I believe his answer can be found in two kinds of arguments made in PRR: an appeal to the plausibility of “joint intentions” in interpersonal situations requiring cooperation, and an appeal to fairness between subparts of the person.

Regarding joint intentions, McClennen only notes in a footnote (PRR: 254, fn. 63) the similarity of his idea that being resolute is to be rule-guided to the idea of joint intentional activity.  On the usual understanding of such notions, there requires an explicit acknowledgement of other persons’ likelihood of cooperation and a desire to act as a member of a collective (see Sugden (1993)).  There are two problems here.  First, what explains why the agent is concerned to act as a member of a collective? It is only if McClennen assumes such a concern to act as a collective that will induce cooperative motives in the subparts of the agent.  Second, just as in the intrapersonal case, there is the problem of what makes the information that one person will cooperate credible?  The problem here is the difficulty in imagining the two sub-parts of the self having any such credible commitments at all (since they are not, on McClennen’s view, in contrast to Ainslie, ongoing interests within the person).  For, how could the ex post self, who has yet to come into existence, signal his commitment to the ex ante self that he will do his part in a joint activity?

A similar argument, that McClennen assumes concern between sub-parts of the person, holds for being concerned with fairness.  When discussing the problem of justifying being resolute, McClennen states (PRR: 236) that “what is needed…is a theory of what constitutes a fair compromise between interests and concerns that vary significantly over time…Presumably real deliberative resolve, if it is to be successful, involves finding a proper balance between conflicting interests.”  But again, why will any sub-part of the person be concerned with fairness, or with balancing its concerns with another future interest?  

An interesting circularity is present here, with regard to McClennen’s own discussion of fairness elsewhere (1989), and I believe the same circularity is present to some extent in Gauthier’s work (1986, 1996).  The circularity is as follows: both McClennen and Gauthier (to a lesser extent) justify a person’s concern with fairness on pragmatic grounds.  They both show that to be fair is rational on the grounds of constrained maximization; just as in the case of intrapersonal conflict where one can achieve one’s aims by not being a full maximizer, so one should be fair with others (those known to be co-operators) as a matter of that same constrained maximization that applies within the person.  But then what justifies constrained maximization within the person?  The answer they both offer, it seems, is a concern with fairness between sub-parts of the person.  But then they are back appealing to the value of fairness in the intrapersonal case that they have only justified in reference to the interpersonal case, which in turn is justified by fairness in the intrapersonal case, and so on.  It seems to me that no case is made that the sub-parts of the person should be concerned with fairness, and indeed, the very idea that there is a problem with intrapersonal conflicts in dynamic choice suggests that there can be no such fairness concern.

Lastly, McClennen states that a possible defence of being resolute is “to appeal to the notion of second-order preferences.” (PRR: 239).  This notion is that of Harry Frankfurt’s (1971) and is also present in Sen’s (1977) argument against “rational fools”: namely, that to be rational (in Sen’s case) or to be a free deliberating agent (in Frankfurt’s case) is to be able to entertain seriously our “second-order” preferences over our various “first-order” preferences.  A typical example is that I desire to smoke (a first-order preference), but I also desire that I do not smoke (a second-order preference).  

The second-order/meta-preference view of the normative authority of rationality has many followers, but I find it suspect.  The argument against the idea is the following: why should we take second-order preferences to be authoritative?  That is, why should the preference to not smoke weigh heavier than the desire to smoke?  Implicit in the idea of second-order preferences is that they are of a “higher” order.  One interpretation of “higher” is Mill’s sense of “higher” pleasures.  But why think of these pleasures as being in a motivational hierarchy?  Further, the approach of higher-order preferences to the normative theory of motivation adds nothing more to the supposed emptiness of the Humean approach to rationality: in the higher-order preference model, you just choose whatever the highest “order” of preference tells you to choose.  Why this makes an agent any less of a “mere throughput”, or why it is empirically the case that higher-order preferences will win out, is unclear.

If we understand strengths of motivation as being experienced at different times (as the problem of dynamic choice suggests), then there is no reason why a strong desire to smoke at T2 must be outweighed by the desire to not smoke experienced at T1.  To think otherwise is simply to ignore the fact that the very problem under consideration is caused by desires with differing strengths at different times.

In the end, McClennen states: “The account (of what justifies resolute choice - SWO) that finally makes the most sense, it seems to me, will probably involve some combination of these themes, but I confess that I have yet to work out an account that I find fully satisfactory.” (PRR: 239).  I have tried to show that no such account can be offered, because to do so will be to analyze a problem which is not the problem, as traditionally conceived, of conflicting motivations in dynamic choice.

In sum, I have argued that McClennen proposes one problem (the problem of conflicting sub-parts of the person over time), and then changes the nature of the problem in order to solve it.  The appeals to a need for coordination, economizing on scarce resources, Pareto optimality, joint intentions, fairness, and second-order preferences as authoritative are all assumptions that do not cohere with the premise of intrapersonal sub-parts of the person whose interests are diverging.  McClennen’s justification for being resolute, then, fails.

A3. Discussion and Conclusion

In this section I wish to briefly conclude the argument with a discussion that attempts to explain why I believe McClennen’s and other types of Kantian approaches to action are not universally, normatively required.  I believe it has to do with the fact that the Humean theory of rationality seems to have unpalatable implications for the case of intrapersonal choice.  Just as in the case of Newcomb’s problem, our desire to maximize seems to make us worse off, so something must be wrong.  This is what motivates McClennen’s appeal to the idea of “pragmatic” grounds.

However, I believe pragmatic or success theories of rationality are formulations of one ideal of rationality, which is no more normatively compelling than the rationality of the sophisticated agent who does the best he can given his motivational constraints.  I suggest that the problem lies in two incompatible ideals of the person, and the belief that the theory of rationality must somehow support the theory of the person.  Indeed, it may be that both the theory of the person and the theory of rationality are intertwined with a notion of freedom and free will.  That is, on the one hand, the Humean theory does present a particular image of the person.  It leaves us free to act as agents who are temporally located, that are free to act on whatever desires they happen to have.  The Humean agent thus seems free of the kinds of silly constraints that a Kantian has to impose on himself.  On the other hand, the Kantian seems to have the right riposte to the Humean who finds himself stuck not being able to do well overall (in Elster’s (1983) terms, having to settle for a local and not a global maximum).  By legislating rules (or maxims) for oneself, so the Kantian argues, one is not a wanton, subject to the random perturbations in one’s desire set.  Instead, the Kantian sets himself rules and acts on the rules because they are the rules that he has legislated.  He is “free” in the sense that he is not a slave to his desires.  This seems to be the idea that McClennen has in mind in invoking the idea of second-order preferences, and it is in Frankfurt’s argument that one finds the idea that being motivated to act on any old desire is insufficiently attentive to what makes us free human agents.

I wish to suggest that this conflict between types of reasoning is not actually resolvable by reason.  Unlike Velleman (1997), who argues that Gauthier’s problem is that he attempts to have practical reason regulate practical reason, and hence that practical reason should be regulated by theoretical reason, I believe the opposite to be true.  That is, it is not that practical reason should be regulated by practical or theoretical reason, but that practical reason cannot be regulated by reason at all.  If you happen to be a sophisticated agent, you cannot reason your way into being resolute, because if you really are a sophisticated agent, you have predicted correctly what you will do, and it would be foolhardy to try to think that you can mentally constrain yourself from taking a particular action in the future.  Similarly, an agent who finds himself being resolute may be lucky to get what he wants overall, but may find other, “local” desires are not maximized to the degree he wants at that time, and may dislike being a “rule-worshipper”.  I argue (as a Humean would) that reason cannot regulate itself: reason is what it is.  Hence, theorizing about practical reason is a matter of description and explanatory modelling, rather than normative theorizing. 

Bratman has stated:  “Resolution does not do full justice to the way in which our agency is located temporally and causally.  Sophistication does not do full justice to the way in which our engagement in planning agency normally bestows a special significance on how we will see our now-present action at plan’s end.  By avoiding both extremes we arrive at a view of instrumentally rational planning agency that does justice both to the fact that we are planners and to the fact that we are temporally and causally located agents.” (Bratman, 1998: 89).

If my argument is correct, we have no choice but to be at either extreme of either sophistication or resolution: there is no middle ground between sophistication and resolution.  Reason will not recommend being sophisticated/Humean rational, or resolute/Kantian rational.  Instead, either type of rationality must act according to what it recommends to itself, and no theory or definition of rationality can rationally tell it do otherwise.

Appendix II:  Chapter 5: Psychometric Scales Used and Experimental Instructions for the Public Goods Experiments

1.  Trust Scale

SUBJECT NUMBER: ______

People have beliefs about what other people are generally like.  In the following, you will be asked to provide information on your beliefs about other people’s general tendencies.  Please circle the number that most closely responds to your own belief.

Would you say that:

1. Most people tell a lie when they can benefit by doing so.

Never true

  Sometimes True
        Always True

1
2
3
4
5
6
7

2.  Those devoted to unselfish causes are often exploited by others.

Never true

  Sometimes True
        Always True

1
2
3
4
5
6
7

3.  Some people do not cooperate because they pursue only their own short-term self-interest.  Thus, things that can be done well if people cooperate often fail because of these people.

Never true

  Sometimes True
        Always True

1
2
3
4
5
6
7

4.  Most people are basically honest.

Never true

  Sometimes True
        Always True

1
2
3
4
5
6
7

5.  There will be more people who will not work if the social security system is developed further.

Never true

  Sometimes True
        Always True

1
2
3
4
5
6
7

2.  Social Value Orientation Scale

SVO

In this part of the booklet we ask you to make some choices. You can do this by circling the letters A, B, or C. Your choices will determine the number of points that you and someone else will receive. Imagine that this other person also makes choices in exactly the same task.

Who is this other person?

You must try to imagine that this other is a person who you do not know (who you have never met) and that you will never meet (or get to know) this person. So this other person is completely unknown to you.

What is the meaning of these points?

The points represent something which is valuable to you: the more you accumulate, the better. The same applies to the other person: the more he or she accumulates, the better for him/her.

An example of this decision task is displayed below.

        ------------------------------------------------------------------------------

                                                A               B               C

                you  get                 500             500             550

                other gets              100             500             300

In this example, if you choose A, you would receive 500 points and the other would receive 100 points; if you choose B, you would receive 500 points and the other would receive 500 points; if you choose C, you would receive 550 points and the other would receive 300 points.

We will ask you to make nine decisions.

Keep the following in mind:

- There are no right or wrong answers. You choose to circle A, B, or C, depending

         on which alternative you find most attractive, for whatever reason.

- Imagine that the points are valuable to you: the more you accumulate, the better.

 The same applies to the other person: the more points he or she accumulates, the better for him/her.

For each of the following nine choice situations, circle A, B, or C, depending on which column you prefer most.

                         A       B       C

(1)     YOU             480     540     480

        Other            80     280     480

                         A       B       C

(2)     YOU             560     500     500

        Other           300     500     100

                         A       B       C

(3)     YOU             520     520     580

        Other           520     120     320

                         A       B       C

(4)     YOU             500     560     490

        Other           100     300     490

                         A       B       C

(5)     YOU             560     500     490

        Other           300     500      90

                         A       B       C

(6)     YOU             500     500     570

        Other           500     100     300

                         A       B       C

(7)     YOU             510     560     510

        Other           510     300     110

                         A       B       C

(8)     YOU             550     500     500

        Other           300     100     500

                         A       B       C

(9)         YOU             480     490     540

        Other           100     490     300

PLEASE CHECK THAT YOU DID NOT SKIP ANY CHOICE. THANK YOU!
3. Prosocial Decision Heuristics Scale

People very often use “rules of thumb” when they make decisions about their interactions with other people.  Below we list some of these rules of thumb.  Think about your dealings with other people.  We would like you to look at each rule of thumb and say how true it is of your decision making.  Please circle the number that corresponds most closely to your own decision making.

(Cooperative Heuristics)

Share and share alike

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Lying Never Pays
1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Equal Split is Always Fair

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Always give others the benefit of the doubt

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Take a problem solving approach

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Do unto others as you would have them do unto you

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Play fair

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Be willing to compromise

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

(Negative Heuristics)

Never trust your opponent

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Your loss is my gain

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

The best defence is a good offence

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

First come, first served

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Never lay all your cards on the table

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Never make the first offer

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

An eye for an eye and a tooth for a tooth

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

Winner takes all

1
2
3
4
5
6
7
8
9

Not Very True of Me                                                                                       Very True of Me

4.  Experimental Instructions

INSTRUCTIONS FOR THE EXPERIMENT

You are now taking part in an economic experiment which has been financed by the Department of Economics. If you read the following instructions carefully, you can, depending on your decisions, earn a considerable amount of money. It is therefore very important that you read these instructions with care. 

The instructions which we have distributed to you are solely for your private information. It is prohibited that you communicate with the other participants during the experiment. Should you have any questions please ask us. If you violate this rule, we shall have to exclude you from the experiment and from all payments. 

During the experiment we shall not speak of pence but rather of Ecus (for experimental currency units). During the experiment your entire earnings will be calculated in Ecus. At the end of the experiment the total amount of Ecus you have earned will be converted to Pence at the following rate: 

1 ECU = .5 pence

Each participant receives a lump sum payment of £2.  This one-off payment can be used to pay for losses during the experiment. However, you can always evade losses with certainty through your own decisions. At the end of the experiment your entire earnings from the experiment plus the lump sum payment will be immediately paid to you in cash. 

The experiment is divided into different periods. In all, the experiment consists of 10 periods. In the experiment the participants are divided into groups of four. You will therefore be in a group with 3 other participants. 

In each period the experiment consists of two stages. At the first stage you have to decide how many points you would like to contribute to a project. At the second stage you are informed on the contributions of the three other group members to the project. You can then decide whether or how much to reduce their earnings from the first stage by distributing points to them. 

The following pages describe the course of the experiment in detail: 

Detailed Information on the Experiment 

The FIRST Stage

At the beginning of each period each participant receives 20 tokens. In the following we call this his or her endowment. 

Your task is to decide how to use your endowment. You have to decide how many of the 20 tokens you want to contribute to a project and how many of them to keep for yourself. The consequences of your decision are explained in detail below. 

At the beginning of each period the following input-screen for the first stage will appear: 

SCREEN ONE

The number of the period appears in the top left corner of the screen. In the top right corner you can see how many more seconds remain for you to decide on the distribution of your points. Your decision must be made before the time displayed is 0 seconds. 

Your endowment in each period is 20 tokens. You have to decide how many points you want to contribute to the project by typing a number between 0 and 20 in the input field. This field can be reached by clicking it with the mouse. As soon as you have decided how many points to contribute to the project, you have also decided how many points you keep for yourself. This is (20 - your contribution) tokens. After entering your contribution you must press the O.K. button with the computer mouse. Once you have done this your decision can no longer be revised. 

After all members of your group have made their decision the following income screen will show you the total amount of points contributed by all four group members to the project (including your contribution). Also, this screen shows you how many Ecus you have earned at the first stage. 

The Income Screen after the first stage: 

SCREEN 2

Your income consists of two parts: 

1) the tokens which you have kept for yourself ("Income from tokens kept') whereby: 1 token = 1 Ecu =.5 pence. 

2) the "income from the project'. This income is calculated as follows: 

Your income from the project = 0.4 x the total contribution of all 4 group members to the project. 

Your income in Ecus at the first stage of a period is therefore: (20 - your contribution to the project) + 0.4*(total contributions to the project) 

The income of each group member from the project is calculated in the same way; this means that each group member receives the same income from the project. Suppose the sum of the contributions of all group members is 60 points. In this case each member of the group receives an income from the project of. 0.4*60 = 24 Ecus. If the total contribution to the project is 9 points, then each member of the group receives an income of 0.4*9 = 3.6 Ecus from the project. 

For each point which you keep for yourself you earn an income of 1 Ecu. Supposing you contributed this point to the project instead, then the total contribution to the project would rise by one point. Your income from the project would rise by 0.4* 1=0.4 points. However, the income of the other group members would also rise by 0.4 points each, so that the total income of the group from the project would rise by 1.6 points. Your contribution to the project therefore also raises the income of the other group members. On the other hand you earn an income for each point contributed by the other members to the project. For each point contributed by any member you earn 0.4* 1=0.4 points. 

In the first two periods you have 45 seconds and in the remaining periods 30 seconds to view the income screen. If you are finished with it before the time is up, please press the continue button (again by using the mouse). The first stage is then over and the second stage commences. 

The SECOND Stage 

At the second stage you now see how much each of the other group members contributed to the project. At this stage you can also reduce or leave equal the income of each group member by distributing points. The other group members can also reduce your income if they wish to. This is apparent from the input screen at the second stage: 

The input screen at the 2nd stage 

Besides the period and time display, you see here how much each group member contributed to the project at the first stage. Your contribution is displayed in blue in the first column, while the contributions of the other group members of this period are shown in the remaining three columns. Please note that the composition of the groups is renewed in each period. Besides the absolute contributions, the contribution in percent of the endowment is also displayed. 

You must now decide how many points to give to each of the other three group members. You must enter a number for each of them. If you do not wish to change the income of a specific group member then you must enter 0. For your decision you have 180 seconds in the first two periods and 120 seconds in the remaining periods. You can move from one input field to the other by pressing the tab -key (--> 1) or by using the mouse. 

If you distribute points, you have costs in Ecus which depend on the amount of points you distribute. You can distribute between 0 and 10 points to each group member. The more points you give to any group member, the higher your costs. Your total costs are equal to the sum of the costs of distributing points to each of the other three group members. The following table illustrates the relation between distributed points to each group member and the costs of doing so in Ecus. 

Supposing you give 2 points to one member this costs you 2 Ecus; if you give 9 points to another member this costs you a further 9 Ecus; and if you give the last group member 0 points this has no costs for you. In this case your total costs of distributing points would be 11 Ecus (2+9+0). Your total costs of distributing points are displayed on the input screen. As long as you have not pressed the O.K- button you can revise your decision. 

If you choose 0 points for a particular group member, you do not change his or her income.  The amount of points you distribute to each member determines therefore how much you reduce their income from the first stage. 

Whether or by how much the income from the first stage is totally reduced depends on the total of the received points. If somebody received a total of 3 points (from all other group members in this period) his or her income would be reduced by 3 points.  Your total income from the two stages is therefore calculated as follows: 

Total income (in Ecus) at the end of the 2nd stage = period income = 

(income from the 1st stage) – (costs of sending points) –(costs of receiving points)

Please note that your income in Ecus at the end of the second stage can be negative, if the costs of your points distributed exceeds your (possibly reduced) income from the first stage. You can however evade such losses with certainty through your own decisions! 

After all participants have made their decision, your income from the period will be displayed on the following screen: 

The income screen at the end of the 2nd stage 

The calculation of your income from the first period, the costs of your distribution of points and your income in the period are as explained above. 

If you have any questions, please raise your hand and you will be assisted presently. 

Control Questionnaire 

1.   Each group member has an endowment of 20 points. Nobody (including yourself) contributes any point to the project at the first stage. How high is: 

Your income from the first stage?      ........... 

The income of the other group members from the first stage?           ........... 

2. Each group member has an endowment of 20 points. You contribute 20 points to the project at the first stage. All other group members each contribute 20 points to the project at the first stage. What is: 

Your income from the first stage?      ........... 

The income of the other group members from the first stage?           ........... 

3. Each group member has an endowment of 20 points. The other three group members contribute together a total of 3 0 points to the project. 

What is your income from the first stage if you contribute a further 0 points to the project?               ........... 

b) What is your income from the first stage if you contribute a further 15 points to the project?                ........... 

4.   Each group member has an endowment of 20 points. You contribute 8 points to the project. 

a) What is your income from the first stage if the other group members together contribute a further total of 7 points to the project?    ........... 

b) What is your income from the stage if the other group members together contribute a further total of 22 points to the project? ........... 

5.   At the second stage you distribute the following points to your three other group members: 9,5,0. What are the total costs of your distributed points?       ........... 

6.   What are your costs if you distribute a total of 0 points and receive 15 points?         ........... 
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�Chapter 3 was published in Kyklos, while chapter 1 is currently revise and resubmit at Rationality and Society. 


� In what follows, “complying with a social norm”, “contributing to a public good” and “cooperation” are treated as synonymous.  


� One could test the crowding out prediction further by including a treatment in which there was a punishment round with non-costly punishment, but I had to make a trade-off between running further experiments, and the many treatments I would have hoped to include in a full test of the theory I have tried to develop, with the need to propose an empirical component to the thesis which was ultimately capable of being completed within the confines of a doctoral thesis.  A problem with experiments, I have already found, is that the first set of results almost always suggests another hypothesis which could be tested.  But if this temptation to test the newer hypothesis always took place before the writing-up of results, by reductio ad absurdum, no experimental research papers would ever be written.,


� Henceforth, any claims made for approval hold for disapproval, and vice versa.


� For purposes of the argument as a whole, I will use the term normative belief instead of attitude or value or moral desire.  I will refer to what an agent values to be either right or good, although I will make distinctions between what Rawls (1971) calls “the right” and “the good” when I discuss procedural fairness in section 1.1 (which is part of what Rawls means by “the right”).  All my position requires is that the actor is capable of being persuaded by argument that appeals to normative factors, not unnamed forces which induce conformity or imitation.


� The idea that fairness in distribution can be divided into the three categories of equity, equality and need are discussed by Deutsch (1985) in a social psychological context and Miller (1976) in the context of political philosophy.


� See Lind and Tyler (1988)


� Assume that matters of factual belief are held constant.  Namely, the probability of (a) the contribution of others, and (b) the level of need of others, is common knowledge.


� The position that one does wrong and later regrets the action because he did not know the right action to take when acting (and not because of a motivational failure) is known in the philosophy of action as specificationism.  That is, an actor has yet to specify which action he thinks to be right, and hence can act “wrongly”, but not in a way that the agent perceives to be wrong (see Millgram (1997: 135-8) and Appendix I).


� In economics see Fehr and Schmidt (1999) and Bolton and Ockenfels (2000).


� Hechter is here following Buchanan’s (1965) pioneering discussion of the economic theory of clubs.


� Hechter uses sanction to refer to a positive or a negative sanction: I will stick to ordinary language and refer to a sanction as a punishment or a source of disutility for non-performance, and call a positive sanction or source of utility for performance a reward.


� Pettit has developed this account in a direction similar to the one taken here in Brennan and Pettit (2000).


� As put by Offer, writing on the “economy of regard”, “…to have value, regard must be authentic, i.e., unforced.” (Offer, 1997: 454)


� A related argument can be found in Mansbridge (1997).


� Coleman uses the term “normative sanctions” (cf. FST: 292), which is actually more appropriate than “social disapproval” for my purposes.  That is, it emphasizes that there is a normative content to a social sanction which has effect for an agent, not merely that an agent expresses his dislike for an agent because that agent’s actions are not normatively sanctioned.  The problem arises, I will argue, in that the agent sanctioned must have some understanding of the normative content for the sanction to be effective, and this normative understanding is what the account of normative sanctions is itself meant to explain.


� Offer (1997:454) notes that approval, what he calls “regard”, which is motivated by the prospect of economic gain is merely “pseudo-regard”.


� For an account in which the adoption of normative beliefs and social approval is based in a non-rational manner, see Sugden (1986: chs. 8-9).


� I assume that normative justification is the defining characteristic of legitimacy, which I discuss further below.


� Rawls makes a similar claim but not in the context of morality as a public good per se: “Among persons who never acted in accordance with their duty of justice except as reasons of self-interest and expediency dictated there would be no bonds of friendship and mutual trust…But it also follows from what has been said that, barring self-deception, egoists are incapable of feeling resentment and indignation. If either of two egoists deceives the other and this is found out, neither of them has a ground for complaint. They do not accept the principles of justice…nor do they experience any inhibition from guilt feelings for breaches of their duties. As we have seen, resentment and indignation are moral feelings and therefore they presuppose an explanation by reference to an acceptance of the principles of right and justice. But by hypothesis the appropriate explanations cannot be given” (1971: 488).


� For the best (in my view) recent attempts to develop a positive theory of normative motivation see Goldfarb and Griffith (1991), Rabin (1995) Fehr and Schmidt (1999), Bolton and Ockenfels (2000),  Boudon (2001).


� This of course assumes that one can construct a cardinal utility function in the style of Ramsey (1931), and that the utility functions do not assign equal overall utility to each state of affairs.  But these assumptions need not detain us here, as I am not assuming that such resolvability exists in this case.  For a discussion of decision making when motivational conflicts are not resolved, see Levi (1986).


� I am suggesting that this “choice” of experiencing shame is closer to attempts to shape one’s character, as discussed in Elster (1983: ch. 1).


� One may ask here: if the agent knows that he has a problem of self-control, why use other people?  Why not enforce rules of self-control on one’s self to overcome the problem?  Such is the position taken by McClennen’s proposed theory of resolute choice.  I show in the appendix to the thesis that this position is untenable.


� Two points are of note here: first, I am not saying that seeing normative commitments as reasons and not mere tastes commits me to cognitivism or any other form of objectivity about moral reasons.  Second, I am not denying that there are utility functions which could model this account of shame by taking into account preferences over acts and not just outcomes (see Sen (1997)).  


�Though on one view of rationality, rationality requires weighing the options from all possible frames, it is argued by others that being responsive to reasons requires precisely the rejection of deliberation about alternatives (for empirical perspectives see Baron and Spranca (1997); for normative perspectives see Raz (1990), McClennen (1997), and Nozick (1993) in particular for “rationality as responsiveness to reasons”).  For instance, in thinking about the future of my child, I should simply not consider the option that her future might bring me a great deal of money if I sell her into slavery.  Or in prudential cases, I must simply not think about chocolate when I am considering what to have for dessert, as I should only weigh the options of different types of fruit. I consider these types of approach in Appendix I.


� I develop this argument in section 2.3 below.


� As stated above, Micelli is concerned with inducing guilt, and I have argued that this is just the same thing as making someone potentially feel ashamed.  Therefore, in what follows, read “shame” or “feel ashamed” as being co-terminous with “being made to feel guilty”.


� See Nozick (1993) for a definition of rationality as “responsiveness to reasons”.


� This is not to deny that there are perhaps desires to fit in when one is different from others, but this is different from really wanting to be like other people: such brute conformity desires originate in the knowledge that one’s nature or identity is different from others’, and wanting this not to be the case.  This is different from wanting, truly, intrinsically, to be like other people.


� See Turner’s (1991: 19-20) discussion of Festinger’s (1954) theory of “social reality testing”, and of the distinction between social and physical reality testing (1991: 81-5).


� Versus disappointment theory, which just weighs the disappointment you feel for not having won the prize within your choice of either gamble: regret compares possible results between pairwise choices between prospects(/gambles).


� Elster argues that understanding shame and guilt is better suited to cognitive dissonance theory than an internal cost-benefit system as “it views individuals as making hard choices on the basis of reasons rather than on the basis of introspections about how they feel” (1999: 304).


� Although there are many other real world examples of N-person PDs, it is in the economic theory of group piece-rate incentives that one finds the most developed rational choice account of social sanctioning.


� Of course, group piece-rate incentive schemes are structurally similar to gainsharing or profit sharing schemes in general.


� Note that when the principal transfers monitoring powers to a group of agents, there is no longer a “game” between principal and agent; the agents now collectively act as principals for each other, and hence cooperate, or not, with each other.  Their “cooperation” is no longer with the principal/manager.  I am grateful to Iain McClean and Steve Fisher for forcing me to make this clear.


� Note that I do not here address the problem of the “ratchet effect” (Milgrom and Roberts, 1992).  This is the problem of how to set the piece rate, which itself is a problem of preference revelation similar to that of a PD.  The agent knows his own ability to produce, but fears that if he reveals his full productive capacity, the principal will lower his pay per unit (acting contrary to the fair-wage/effort hypothesis; see Akerlof and Yellen (1990)).  Thus, the worker does not produce at full capacity.  For this reason, work groups criticize those who “over-“produce as “rate-busters” (see Homans (1950) and Jones (1984)).  I treat the setting of the piece-rate here as exogenous to the model.  I am again grateful to Iain McClean and Steve Fisher for their advice on this point.


� See Hechter (1987: ch. 2) for a critique of this position in sociology which he calls “normativist,” and which more generally is known rhetorically as “homo sociologicus.”


� I use “sanction” here as synonymous with “punishment.”


� The position here then differs from an unpublished paper by Bowles and Gintis (1998) in which the motivation to monitor comes from the fact that benefits are shared and that agents have a “social preference” (1998: 4; i.e., a non-individual-wealth-maximizing preference) to reciprocate the efforts of others.  I argue that the fact of shared interests, where individuals act on such social preferences, makes mutual monitoring unnecessary, and hence can lead to crowding out on the part of those who are motivated to act on social preferences.  Also, Bowles and Gintis (1998: fn. 4) do note a distinction between altruism and reciprocity and mention Rotemberg’s model (discussed below in II.2), and note that “were team members sufficiently altruistic in this sense to motivate mutual monitoring, there would be no initial free-rider problem either” (ibid).  However, the distinction between altruism and a social preference is not clairified.  Presumably, a social preference is a preference for an inequality minimizing distribution, whereas altruism solely concerns the degree to which other agents are benefited.  If so, I agree with their critique of Rotemberg, but their argument about the superfluousness of monitoring under altruistic preferences would also apply to their suggested case of reciprocity motivations based on a social preference.


� Of course, it may be that the egoists criticism leads to me feeling guilty simply because I know that I may have acted so as to violate a standard I hold: but this is not the egoist making me feel guilty; he merely reminds me of something that I make myself feel guilty about.  That is, it is not the egoist’s disapproval that leads to my guilt, for egoists by definition cannot express moral disapproval.


�I do not defend this claim further here, but refer the reader to chapter one where I discuss arguments made by political philosophers which stress three points: (1) approval cannot be a direct function of price (Pettit, 1990); (2) disapproval among egoists is not possible because approval and disapproval are moral attitudes which presume that agents are motivated by concerns of fairness and justice, which by definition are precluded for egoistically motivated agents (Rawls, 1971: 488); (3) social sanctioning as moral condemnation, therefore, is unintelligible in the context of the egoistic wealth-maximizing assumption (Barry, 1995: 35-6).


� And is subject to the well-known “functionalist fallacy”: if humans want to conform, then the existence of norms is a functional consequence of human nature.  Such “explanations” fail to explain.


� More specifically, Kandel and Lazear state: “If there is an end to the chain so that someone believes that he will not be punished for not disciplining another who let another go without punishment, then there is no reason for anyone to discipline anyone” and then derive their model of mutual punishment by simply postulating “But the firm can be thought of as a circle.  As long as a worker is told only that he is to punish the neighbor on his right or suffer punishment from the one on his left, he will carry out the punishment.” (1992: 813).  The “circle” model of the firm though, itself stands in need of explanation in order to know what supports the beliefs about whether others will punish or not, and how the sanctioning crowds-in a normative motivation.  See Barron and Gjerde (1997) for a further modification of Kandel and Lazear (1992) which models principal’s behaviour.


� Rotemberg restates the assumption of Homans in The Human Group (1951) that sentiment for others can be generated merely by participating in shared activities with others.  Simple introspection into experience shows this to be an unhelpful assumption: it suggests that individuals, on average, like people with whom they spend time simply because they spend time with them. 


� There is much other background besides.  Titmuss’ argument was developed in response to the (conservative, neo-classical economic) Institute of Economic Affairs’ proposal to develop a market for blood.  For some historical background, see McClean and Jennings (2006).


� Pettit (1996) argues similarly for the frame switching effect of excessive disciplinary intervention, but not for reasons of diminishing the agent’s self-esteem.  Instead, Pettit argues that the existence of excessive discipline and monitoring will signal distrust in the population, leading agents to believe that it must be the case that most other agents will not comply.  Not wanting to be “suckers,” agents who would otherwise cooperate then choose not to.  As Pettit puts it: “…the introduction of deviant-centered sanctions would tend to switch agents from a nonegocentric to an egocentric mode of deliberation” (1996: 73; for a similar argument see Frey, 1997a, and Bowles, 1998: 105; and fn. 38).


� Iain McClean and Steve Fisher have helpfully prodded me to be clear about the underlying psychology of motivational crowding and its use of the framing assumption.


� Bohnet, Frey and Huck assume different types and model effects of varying probabilities of contract enforcement  and varying degrees of severity of enforcement in the form of fines.  They do not control, however, for the initial conditions, viz. the proportion of cooperative to individualistic types (what they call Honest and Money-maximizing types), which will accelerate the rate of motivational crowding, so I argue.


� Assume that observability of behaviour is not chosen, as is likely to be the case where agents are working in closed quarters, or where task interdependence ensures that agents view each others’ work.  What is chosen by the agent is whether or not to monitor, which is not necessarily behaviourally distinct from other activities; thus, I suggest agents will attribute monitoring intentions or not as a function of the “attributing” agent’s type and whether or not mutual monitoring is encouraged.


� In the Appendix below, I defend the mathematical assumptions in figure 1 by postulating a utility function that responds to overall levels of monitoring and/or disapproval.


� I alter Hollander’s formulae slightly for purposes of clarity and consistency.  I refer the reader to his original paper for optimization and equilibrium conditions.  Hollander models a motivational crowding effect for when the state promotes collective goods, but does not show the differential effects of motivational types on crowding.


� Purely theoretical approaches also emerging around the same period are McClintock (1972) and MacCrimmon and Messick (1976), but as they have no experimental tests and are surpassed by later theoretical approaches discussed below (see Lurie), I do not discuss them here.


� Similar reasoning about the derivative or instrumental nature of the “motive” of cooperating also applies to reciprocity, in my view, although some authors maintain that reciprocity is a fundamental human motive.  I am not sure what this means.  If reciprocity is a natural human motive, we would reciprocate actions regardless of our own motivations.  For instance, if someone cleaned my roof without my asking them, I would want necessarily to reciprocate that action.  However, although I may in fact feel somewhat guilty about the other’s expectation that I do owe him something, I will not feel that I owe him anything, and in fact am likely to resent him for taking an action which makes him think that I owe him anything.


� Somewhat anomalously, competitors had higher levels of predicted cooperation than individualists (see van Lange (1992: 375, table 1)).


� Let me make two points here.  First, where I do not distinguish between individualists and competitors, using only the term individualists, I am following the practice of incorporating the usually quite small percentage of competitors into that of individualists.  Second, when I use perceptions, this may be treated as synonymous with “frames” or “attributions”.


� The full list of cooperative heuristics is in Appendix II.


� Of course, this fact goes against the argument I made in chapter 3, that the mere fact of spending time with others is not necessarily likely to make those people like or be more friendly with one another: what if they simply don’t get along personally?  However, in this instance I believe the communication effect can be explained by the fact that in the short term (as it would be in a laboratory), people give each other the benefit of the doubt and first impressions are usually more favourable than unfavourable.  Further, individuals are likely to withhold information initially which might make unfavourable first impressions..  However, over the longer term people reveal and discover more information about each other, and with it the probability of friendship-type group solidarity is lower.  I am grateful to Iain McClean and Steve Fisher for pointing out this possible inconsistency in my view of real, ongoing group relations in a firm and the artificial one-off group relations in the experimental laboratory. 


� Used with permission of the Zurich experimental economics laboratory.


� Steve Fisher and Iain McClean suggested I make this point more clearly.


� In what follows, I will sometimes call those who report high levels of prosocial decision heuristics as “high cooperative reasoners”, and vice versa.


� Two tailed test, equal variances not assumed (Levene’s test for equality of variances = .721)


� Two tailed test, equal variances not assumed (Levene’s test for equality of variances = .658)


� Two tailed test, equal variances not assumed (Levene’s test for equality of variances = .393)


� Two tailed test, equal variances assumed (Levene’s test for equality of variances = .015).


� Two tailed test, equal variances not assumed (Levene’s test for equality of variances = .111).


� Two tailed test, equal variances not assumed (Levene’s test for equality of variances = .266).


� Of course, there is also the option that it is not that either scale is a good measure of cooperative dispositions because there are simply no stable personality dispositions whatsoever.  I hope to have shown this general line of reasoning to be false in chapter 3.


� Recall that the SVO measure is just a decomposed prisoner’s dilemma game.


� It will be shown below that who “you” are is actually quite a major problem for McClennen’s theory.  If the person is modelled as a series of interests over time, what point is there in appealing to “one’s” interests?


� There is some similarity of  I2 to Parfit’s (1984: Appendix I) definitions of both “preference hedonism” and the “success theory” of rationality.  A preference hedonist can believe anything he wants if it fulfils his current desires; a success theorist is concerned with the overall success of the aims of various time-slices of the person (i.e., his life as a whole going well).  The more obvious parallel is with the distinction between causal and evidential decision theories, but neither of these issues affects the argument made here. 


� I owe this argument to conversations with Robert Sugden. That Hume thought that rationality need not even will means to ends is the view of Millgram (1995)  This view of the rationality of desiring ends explains the strong version of axiom NDD below.


�  For an interesting approach to this problem, see Bovens, 1995; for Elster’s original formulation, see Elster (1983) and his slightly revised version in Elster (2000); see also McClennen’s discussion of Elster on this point (RDC: 231-8; PRR: 215-6, fn. 11).


� Bratman (1999) argues that some forms of counter-preferential choice can be justified by appeal to future regret.  McClennen does not use this form of justification, i.e., appeal to overall utility, to justify resolute choice.  He simply appeals to the need of the ex ante self to constrain the ex post self in order for the ex ante self to achieve its aims.


� The distinction between strong and weak versions of predictable behavior, or as holding different degrees of CP as my definition would have it, is indebted to a talk (entitled “Rational Deliberation and Self-Prediction”) and discussions with Wlodek Rabinowicz (at the University of East Anglia joint Economics and Philosophy seminar).


� There are cases of mixed motive games, such as battle of the sexes and chicken, which do require coordination, as they contain multiple equilibria with asymmetric pay-offs, but these are not discussed by McClennen.  Instead, he frequently alludes to the prisoner’s dilemma as the case which best characterizes intrapersonal conflict and the need for “coordination”. 


� As cited in Pears (1968: 133).


� McClennen does acknowledge (PRR: 297, fn. 29) Ainslie’s work, but does not engage with it because of “space considerations.”  My argument effectively defends Ainslie’s perspective against McClennen’s, as I believe this is the only plausible approach, if one assumes that the sub-parts of the person are concerned only with their own rewards (which is how McClennen defines, then changes, the problem).


� It may be objected that the SVO asks people to imagine that others are making the same choice, but in reality all the individual is doing is playing a dictator game where the individual allocates some fixed sum to himself and to another.  This is a fair point, but can be mitigated by two counter-arguments.  First, the burden of proof falls on the objector to explain why cooperative choices in the SVO correlate so highly with cooperation in the public goods game.  Second, it may be replied that whether the subject sees the SVO as a dictator game or not depends on the degree to which different subjects take seriously the instruction “Imagine that this other person also makes choices in exactly the same task”.  If the objector counters that no one takes seriously such instructions unless they have an incentive-compatible reason to do so, then we can refer to the first reply yet again: how do they explain the correlation between predicted relationships between the variables?  I am grateful to Iain McClean and Steve Fisher for prodding me to think this through.
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