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Abstract:

A new method for the simulation of TIRF microscopy data of dynamic microtubules is presented and validated. This method makes use of direct rendering of Gaussians onto a pixel grid rather than the convolution of a high resolution image followed by down sampling. This new simulation method is used to analyse the accuracy and precision of a microtubule end tracking algorithm. It is shown that the main parameter in determining the precision in tracking is the signal to noise ratio which is normally distributed and has zero mean so the accuracy is still very good. I also derive a correction to the mean squared displacement to take account of the finite exposure time of the camera given the case of directed diffusion.
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MT          Microtubule
MAP         Microtubule associated Protein
+TIP        Plus end tracking protein
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EB</td>
<td>End binding protein (for example EB1, EB2, and EB3 in humans)</td>
</tr>
<tr>
<td>EMCCD</td>
<td>Electron-multiplying charge-coupled device</td>
</tr>
<tr>
<td>fps</td>
<td>Frames per second</td>
</tr>
<tr>
<td>GFP</td>
<td>Green fluorescent protein</td>
</tr>
<tr>
<td>TIRF</td>
<td>Total internal reflection microscopy</td>
</tr>
<tr>
<td>MAL3</td>
<td><em>S. pombe</em> homologue of the human EB1 protein.</td>
</tr>
<tr>
<td>GTP</td>
<td>Tri-phosphate</td>
</tr>
<tr>
<td>GDP</td>
<td>Di-phosphate</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to noise ratio</td>
</tr>
<tr>
<td>MDA</td>
<td>Microtubule Dynamics Analysis</td>
</tr>
</tbody>
</table>
1 Introduction

Microtubules (MTs) are one of the three main filament like protein polymers which form the cytoskeleton of all eukaryotic cells (Figure 1C). This introduction is not a substitute for the thorough description which can be found in any standard cell biology text book such as The Molecular biology of the cell\textsuperscript{1-2} and in the recent review by Wade et. al., 2009\textsuperscript{3} and the references therein.

MTs are hollow proteinous tubes with an outer diameter of ≈25nm composed of a non-covalently bonded lattice of α-tubulin β-tubulin heterodimer subunits (Figure 1A,D). They are relatively long and stiff and typically originate from a small organising structure at the centre of the cell called the centrosome and extend out towards the cell periphery. MTs are intrinsically polar with a plus end where β-tubulin is exposed in contrast to the minus end where α-tubulin is exposed\textsuperscript{4}.

As part of the cytoskeleton MTs contribute to the formation of scaffold structures which impart mechanical stability to the cell. Specifically, MTs have an organising role and are responsible for anchoring organelles and provide the framework for guiding directed intracellular transport via MT associated motor proteins.

The static view of MTs barely scratches the surface of their functional importance to cell biology as MTs are highly dynamic. They can quickly disassemble and reassemble elsewhere and the natural state of MTs is to stochastically switch between phases of growth and shrinkage (dynamic instability) (Figure 1B,E)\textsuperscript{5,6}. Typically the plus end is more dynamic with the minus end anchored in the centrosome from where MTs are nucleated. These dynamics are finely controlled by many microtubule associated proteins (MAPs). Some MAPs for example bind and stabilise the growing end creating a semi-permanent bridge between the centrally located centrosome and the location of the MAP. This constant random exploration and selective capture of MTs creates a highly organised network of MTs linking selected parts of the cellular environment\textsuperscript{7}. Furthermore the regulation of microtubule dynamics in axons and dendrites is a key determinant of neuronal polarity and differentiation and probably contributes significantly to neuronal plasticity\textsuperscript{8}.

The dynamic nature of MTs and the intricate control conveyed by MAPs is acutely demonstrated when cells enter mitosis (Figure 1C). The entire MT network rapidly disassembles and reforms into an intricate structure known as the mitotic spindle responsible for segregating chromosomes equally. Drugs such as vinca alkaloids and taxanes which prevent MT polymerisation and depolymerisation respectively have a profound effect on the formation of the mitotic spindle. In some cases this allows preferential killing of rapidly dividing cells such as are present in many cancers. There are many examples of tubulin targeted therapeutic drugs used in the treatment of gout and arterial restenosis.
and particularly in chemotherapy. In addition to being targets for cancer treatment, the regulation of MT dynamics in chromosome separation and cytokinesis is clearly important in the development of cancers. Ranked by the correlation of gene expression to a measure of chromosome instability, the 3 of the 4 highest ranked genes code for MAPs and the 4th codes of a transcriptional regulator of MAPs. An array of other genes associated with chromosome separation appear in the top 70 of the 10,151 genes studied. Chromosome instability is a strong predictor of clinical outcome in multiple human cancers and this correlation is replicated across multiple tumour types indicating misregulation of MT dynamics is a probable cause of cancer.

The mechanisms governing MT assembly kinetics, dynamic instability and MAP interactions are only poorly understood despite being the subject of intensive research for some three decades. High resolution methods such as X-ray crystallography and electron microscopy provide insights into the structure of the key components but are labour intensive and provide a less satisfactory description of dynamics. Eukaryotic cell culture and live cell fluorescence microscopy allows the visualisation of dynamics in vivo but limited to resolutions >200nm, much larger than the diameter of a MT filament (=25nm). Furthermore, the number of components associated with MT dynamics is too large to be understood currently on a system wide level in vivo. To overcome these issues reductionist bottom up approaches of in vitro reconstruction from purified proteins studied by total internal reflection florescence (TIRF) microscopy have become popular techniques. Recent advances in fluorescence microscopy and associated computational methods have greatly enhanced conventional microscopy allowing quantitative biological measurements on the nanometre scale via the accurate localisation of individual fluorescent probes. These methods have been expanded to allow the automated tracking and localisation of MT filaments and their end positions with nanometre scale precision revealing much about MT dynamics. Furthermore the accurate referencing, alignment and subsequent averaging of an entire population of MTs, imaged by multi-channel fluorescence microscopy, allows the spatial distribution of the interaction of a MAP to be studied, relative to the growing MT end.

In the case of single particle localisation and tracking, the accuracy (closeness to the true location) and precision (the reproducibility of measured locations) of the approach have been extensively studied. Note that the term accuracy will be used to describe both accuracy and precision unless otherwise stated. The accuracy and precision of automated filament localisation and end position tracking methods however, are much less well characterised. As such the question of how accurately the MT end (otherwise called MT tip) can be localised remains unsatisfactorily answered.
**Figure 1: Microtubules.** A) and D) show schematic representations of the microtubule lattice. B) shows a schematic representations of a microtubule length against time trace demonstrating the property of dynamic instability. E) shows a schematic representation of the various states a microtubule can switch between stochastically giving rise to dynamic instability. C) is a fluorescence microscopy image of interphase cells surrounding a mitotic cell with microtubules (green), DNA (blue) and EB1 (yellow). The mitotic spindle can clearly be seen with astral microtubules radiating away from two centre points of daughter cells and the mid-zone spindle part way through chromosome separation. A) and B) were taken from *Molecular Cell Biology*. C) was taken from wittmann.ucsf.edu, UCSF, 2013. D) and E) were taken from *Nature Reviews Neuroscience*. 
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Accurate tracking of MT end positions over time facilitates the testing of statistical descriptions of these dynamics. Mean square displacement (MSD) analysis, a standard analysis method for single diffusing particles\textsuperscript{25} has been used previously\textsuperscript{19} for determining an effective diffusion parameter for the dynamic MT tip. In the case of single particle tracking however this method has been shown to be very sensitive to a number of experimental conditions and data fitting methods\textsuperscript{23} none of which have been satisfactorily considered for the purposes of the specific MT geometry and experimental conditions.

Simulation of experimental TIRF microscopy data of dynamic MTs provides a “ground truth” data set against which the accuracy of a new tip tracking algorithm can be determined\textsuperscript{20}. In order to simulate data and analyse the algorithm's accuracy a good understanding of MT structure and dynamics, the experimental methods and the tip tracking algorithm itself are required. The following section (1.1) outlines the structural and dynamic aspects of MTs which are of particular importance. Section 1.2 describes methods for collecting time-lapse movies of dynamic MTs and the tracking algorithm.

The results of MT end tracking can be used to inform models of MT polymerisation kinetics and via analysis such as MSD. Section 1.3 outlines current approaches to modelling microtubule dynamics and introduces MSD analysis.

The key result presented, is the development of a method for simulating TIRF microscopy image sequences of in vitro MTs. Where this method differs from previous simulations of microscope data is in the ability to include MT dynamics within the exposure time of the camera. It is also computationally more efficient and, on the nm scale, truer to the imaging process. This is an aspect that will become significantly more important as current generations of microscopes are able to achieve nm resolution\textsuperscript{26}. This simulation data is subsequently used to evaluate the precision and accuracy of Microtubule Dynamics Analysis (MDA) a new microtubule tip tracking algorithm\textsuperscript{27}. The Accuracy of tip localisation under experimental conditions is shown to be as little as 1nm laterally and less than 5nm axially, with precisions of 13nm and 40nm respectively. The tracks of the simulated data were analysed by MSD leading to an empirically determined fitting procedure, specific for MT ends. Finally, the derivation of the exposure time effect on the mean squared displacement, published by Michalet, (2010)\textsuperscript{23} for Brownian motion in an isotropic medium\textsuperscript{28}, is extended to describe the directed diffusion of the MT end.

1.1 Microtubules

1.1.1 Microtubule Structure

MTs are long, relatively stiff, hollow cylinders that consist of, typically, 13 protofilaments (Figure 1A). Each protofilament is a longitudinal, non-covalently bonded polymer of tubulin heterodimers. Each
tubulin heterodimer accounts for a length of ≈8nm and is formed from two similar globular proteins, α-tubulin and β-tubulin. The protofilaments have a structural polarity with the α-tubulin at the minus end and β-tubulin at the plus end. This polarity is the same for all the protofilaments in the MT giving rise to the polarity of the MT itself. γ-tubulin ring complexes in centrosomes serve as nucleation sites for MT growth. Lateral contacts between protofilaments, thought to be weaker than axial contacts\textsuperscript{29}, promote the formation of a cylinder which predominantly has a configuration called a B lattice (Figure 1D). The majority of lateral contacts (12 of 13 per tubulin monomer layer) consist of α-α tubulin or β-β tubulin interactions. The final lateral contact is an α-β tubulin interaction and forms a seam in the direction of the MT (Figure 1D). It follows that this configuration necessitates a helical structure to the lattice. The most common arrangement is a 3 start helix where a single monomer layer in the MT lattice meets either side of the seam three monomers (1.5 heterodimer subunits) apart\textsuperscript{10}.

The mechanical properties of the MT filament have been extensively studied with respect to confirming their suitability to the roles they perform within the cell\textsuperscript{30–32}. These properties must be accounted for when analysing in vitro studies of MT dynamics as thermal fluctuations in the forces acting on the MT deform the filament resulting in significant displacements of the tip position. Briefly, MT mechanical properties can be approximated by a thin flexible rod described by a “beam equation”\textsuperscript{33} which states that the bending moment is equal to the bending stiffness (flexural rigidity) times the curvature. Thermally driven fluctuations in MT shape analysed in this way yield estimates of flexural rigidity of the order of 10^{-23}Nm², corresponding to a persistence length of ≈5000μm or a homogeneous, isotropic material of Young’s modulus ≈1.2 GPa. Additionally, MTs are expected to be practically inextensible.

A number of co-crystal structures suggest that the α,β tubulin heterodimer subunit has a curvature of approximately 12 degrees in solution and that this curvature is independent of the associated nucleotide\textsuperscript{34}. The lateral bonds of the MT lattice appear to be responsible for the unbending of the subunit, enabling the formation of a straight filament. At the less stable, growing or shrinking ends this is a possible cause of the high degree of variability in the MT tip structure that has been observed (Figure 2a)\textsuperscript{35}.

MT ends can exhibit differing lengths of protofilaments, called “tapering”, especially prominent in mammalian cells (Figure 2b,c), resulting in sheet like or individual protruding protofilaments. The simplest end structure observed is the blunt case where the number of lateral contacts is maximised but there are many configurations containing a large number of subunits with one or even zero lateral contacts. These structures are too small to be resolved directly using current fluorescent microscopy methods. Indirectly they can be inferred from the broadening of the axial end profile of the
fluorescence signal caused by the decreasing density of tubulin subunits in the tapered end. This has been shown previously in simulations\textsuperscript{20,22} and in cells\textsuperscript{20}.

Figure 2: Microtubule end structures. a) is a schematic representation of observed MT tip structures. b) Electron micrographs and c) tomographical slices 5nm thick show the different MT tip structures observed in mouse fibroblasts. The scale bar is 50nm. The relative abundances of structures of each type is indicated in percent. d) is an electron micrograph of a depolymerising MT. Taken from\textsuperscript{45}.

1.1.2 Microtubule Dynamics

It is known that under normal circumstances no tubulin is added or lost from the MT lattice at any point other than the terminal ends\textsuperscript{1}. There is however, a coexistence of assembly and disassembly at the plus end of a MT with α,β tubulin subunits stochastically added and lost at the extreme end of each protofilament\textsuperscript{36}. During polymerisation both α-tubulin and β-tubulin are typically GTP bound although GDP tubulin addition in small amount has been reported\textsuperscript{37}. It is not known why GTP bound tubulin is polymerisation competent but GDP bound tubulin is not although the nucleotide possibly has an effect on the strength of the lateral bonds\textsuperscript{14,38}. The GTP bound to α-tubulin is relatively stable however the GTP bound to β-tubulin is hydrolysed shortly after incorporation to the MT lattice. Unlike GTP bound tubulin GDP bound tubulin is prone to depolymerisation, when the GDP bound tubulin is exposed at the MT end it appears to adopt a curved structure, similar to when in solution, promoting depolymerisation. If net addition of subunits is faster than the hydrolysis of GTP bound to β-tubulin a protective cap of GTP bound tubulin prevents the rapid depolymerisation of the MT. When GTP hydrolysis reaches the end of the MT, either stochastically or following a pause in growth, rapid depolymerisation occurs\textsuperscript{39,40}. This switch from growth to shrinkage is called catastrophe and can result in the depolymerisation of the entire MT. The formation of a new GTP cap can occur however, halting depolymerisation, this is called rescue.
The microtubule tip structure is very likely to play a major role in the polymerisation and depolymerisation kinetics as well as determining catastrophe frequencies. This is because in the blunt case (Figure 2) all subunits at the end of the MT have one axial contact and two lateral contacts and the probability that a subunit is added or lost from any of the protofilaments is equal. With more tapered ends however, steric hindrances to the diffusion of free tubulin by longer protofilaments and protofilament sheets reduce the probability that a subunit will be added to one of the shorter protofilaments. In turn the longest protofilaments, while maintaining a single axial contact may only have one or in some cases no lateral contacts increasing the probability of losing subunits from longer protofilaments. The result is that taper lengths appear to increase as the MT grows in length, known as “MT aging”. This is accompanied by an increased catastrophe frequency and instability caused by increased taper length has been proposed as the reason for increased catastrophe frequencies over time, however there is currently little consensus on MT dynamic instability. Furthermore, some evidence also suggests that MAPs can modify the end structure thereby controlling MT dynamics. These are typically a subset of MAPs called +TIPs which only bind to the growing end of MTs and are one method for roughly tracking the end position of MTs.

1.2 Microtubule Tip Tracking

The underlying molecular mechanisms which give rise to the dynamic properties of MTs and their regulation are inherently stochastic. The study of stochastic processes requires a large number of reproducible quantitative measurements in order build a statistical description of the process. For this reason it is important to be able to make quantitative measures of MT properties across multiple growth episodes of an entire population of many microtubules, requiring automation. The natural choice of measurement to make is of the MT end position over time, from which polymerisation and depolymerisation kinetics such as growth velocities and fluctuations can be inferred through techniques such as mean displacement and mean square displacement analysis. The end position also provides a reference point on the MT to which multiple frames from multiple time-lapse image sequences can be aligned. These aligned frames can then be averaged providing nanometre precision average end structures and MAP binding site distributions.

1.2.1 Experimental Methods

Tubulin is purified from pigs brain and a small fraction is labelled with a fluorescence dye, typically Cy5, as described. Only a small fraction of the tubulin is labelled because using a high ratio of labelled tubulin has been shown to negatively impact on the MT’s polymerisation kinetics. In vitro assays were performed as described by Bieling et. al. (2010). Briefly, a short MT is grown using GMPCPP, a non-hydrolysable analogue of GTP, the use of which prevents depolymerisation. This short
stabilised MT is biotinilated and bound to a biotinilated coverslip via neutravidin linkers (Figure 3a). Free tubulin, GTP, suitable buffer conditions and GFP labelled MAPs can be introduced in a controlled manor via microfluidics. The temperature was 30°C. Simultaneous dual-colour time-lapse imaging of the Cy5 MT channel and GFP MAP channel was performed on an iMIC (TILL Photonics, Germany) total internal reflection fluorescence (TIRF) microscope equipped with a 100x 1.49 N.A (Olympus, Japan) objective lens. Cy5 and GFP light paths were separated using a quadband dichroic mirror (405/488/561/64, Semrock, USA), and GFP (525/50, Semrock, USA) and Cy5 (700/75, Semrock, USA) emission filters. Images were recorded with a 300ms exposure times at a frame rate of 2 frames per second (fps) onto Evolve 512 (Photometrics, UK) EMCCD cameras. The sample was illuminated with 488nm and 640nm diode lasers (Toptica, Germany). The two channels were aligned using registration of images of a standard calibration grid with 500nm features (Compugraphics, UK) recorded simultaneously using bright-field illumination. Image controls were performed using 100 nm TetraSpeck (Invitrogen, UK) fluorescent beads simultaneously in both the Cy5 and GFP channels.

1.2.2 Previous Tip Tracking Methods and Algorithms

A number of automatic tracking routines have recently been developed with the most common method being the use of +TIP MAPs as reporter molecules for the MT end. The MAP-GFP channel typically has a much higher signal to noise ratio (SNR) due to the much lower concentrations of free MAP-GFP in the imaging environment. This imparts a much better contrast to the image than can be achieved in the MT-Cy5 channel images facilitating the direct use of robust single particle tracking algorithms51,52. This method is in use in both live cell imaging and in vitro imaging and frequently makes use of the end binding (EB) family of proteins or their S. pombe homologue Mal3 (Figure 3).

The use of a reporter molecule such as EB1 or Mal3 can be very effective however the ideal case would be to track the microtubule ends themselves. One reason for this is that EBs accumulate at polymerising, but not pausing or depolymerising MT ends so the end position cannot be determined for the entire microtubule life history. Another reason is that EBs have been reported as having nanometre scale variations in binding site distributions relative to the MT end22. It is only possible to determine this when the MT end position and the EB position are determined independently.

One of the first solutions for direct tracking of microtubule ends relied on determining the microtubule orientation and extracting the one-dimensional intensity profile along the microtubule axis. This intensity profile is fitted using a one dimensional model derived from the convolution of the PSF with a prediction of the MT end structure20,53. This method was reported to fit the end position axially with a precision of ≈36nm. Alternatively, a two-dimensional model can be used to directly fit the image data, overcoming limitations introduced in transformations required (such as interpolation) in 1D.
Figure 3: Tracking of growing microtubule ends with MAL3 in vitro. a) is a schematic representation of the experimental setup used. A biotinilated, non-hydrolysable, stable seed is attached to the cover slip and fluorescently labelled tubulin is introduced in solution, together with MAPs and appropriate buffers. b) (left) Superimposed fluorescence microscope images of +TIP binding MAP Mal3 (green) and dynamic MTs (red). (right) Mal3 channel only demonstrating superior contrast and signal to noise ratio. c) (left) A time sequence of a dynamic MT. (right) a kymograph showing a 5 min period of growth including a catastrophe. In Vitro, the minus end is not capped so also grows (left of the brightly labelled seed), however the rate is slower. Scale Bars indicate 5µm. Figure taken from Bieling et al., (2007)
methods\textsuperscript{21}. 2D fitting has yielded a precision of the order of \(\approx 10\text{nm}\) in experiment however, these experiments were done using stabilised MTs with no free tubulin in the image volume and consequently the images used had a very high SNR. In order to use this 2D fitting method with dynamic MTs at the low SNR typical when free tubulin is added to the imaging volume, a number of pre-processing steps have been added along with a number of post processing analysis functions to form the MATLAB program Microtubule Dynamics Analysis (MDA)\textsuperscript{22,27}.

\subsection*{1.2.3 Microtubule Dynamics Analysis Tip Tracking Algorithm}

After marking of the microtubule in the first frame of an image sequence, MDA follows an automated process (\textbf{Figure 4})\textsuperscript{27}. A Wallis filter is applied to every image to equalise the local contrast across images to facilitate the rough determination of position and extent of the microtubule. This rough position is determined by two steps. The backbone is identified first by allowing lateral variation in tracked positions from the previous frame and identifying the brightest pixels in the smoothed image. This enables tracking of drifting MTs and MTs significantly deflected between frames by thermal fluctuations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Microtubule Dynamics Analysis tracking procedure. a) The principal of MT end tracking is to provide a space-time trajectory of the MT end position describing the history of the MT dynamics. b) Axial intensity profiles are used as evidence in a Bayesian prediction of the subsequent end position. This reduces the search area of the fitting function considerably improving the likelihood of fitting the end of the MT as opposed to noise. c) In contrast to some other methods, MDA uses 2D model fitting of the MT end. Figure provided by G. Bohner, personal communication.}
\end{figure}
A Bayesian framework is then used with a prior constructed from the previously tracked positions and an assumption of the MT growth distribution. The new, rough end position is defined by the maximum of the posterior distribution computed by the convolution of the prior with a 1D intensity profile along the axis of the MT. Data from a number of frames before and after the current frame are used to dynamically switch the prior between a polymerisation model and a depolymerisation model accounting for the transient loss of MT signal in individual frames due to noise or defocussing.

Having determined a rough position of the microtubule, this is then passed as an initial guess to the two-dimensional fitting procedure described by Ruhnow et. al., 2011. This two dimensional fitting procedure returns the end position defined in the 1D analogue as the mean of the Gaussian survival function fit to the axial end profile and the mean of a Gaussian fit to the lateral end profile.

1.3 Mean Square Displacement Analysis

The automated tip tracking methods presented above provide the large amounts of data required to build a statistical description of the inherently stochastic MT dynamics. In order to extract estimates for assembly kinetics such as the subunit association and dissociation rate constants, $\hat{k}_+$ and $\hat{k}_-$ respectively, a model for MT polymerisation is required.

1.3.1 1D Growth Model

To estimate $\hat{k}_+$ and $\hat{k}_-$ the commonly used model for fitting MT dynamics data to is a linear one-dimensional (1D) model. This model assumes the MT can be characterised by a single discrete random variable $N(t)$ equal to the total number of tubulin subunits at time $t$. The addition and loss of tubulin subunits to the MT can be treated as a Markov chain in which time is continuous. The assumption is made that tubulin subunit addition occurs at a rate proportional to concentration, $k_+[Tub]$, and tubulin subunit loss occurs at a constant rate, $k_-$, where [...] indicates a concentration. Sample paths for $N(t)$ can be simulated using the Monte Carlo method (Section 2.2.2, Appendix 7A) a large number of which can be summed over to determine the model statistics, however for a simple 1D model these can be determined analytically.

1.3.2 Growth Model Statistics

In time $\delta t$ the number of subunits additions is Poisson distributed with mean and variance $k_+[Tub]\delta t$ and the number of subunit losses is Poisson distributed with mean and variance $k_-\delta t$. It follows from the properties of the Skellam distribution that the mean change in $N(t)$ in time $\delta t$ is given by Equation 1 and the variance is given by Equation 2.

$$\langle \delta N \rangle = (k_+[Tub] - k_-)\delta t,$$

$$1$$
\[ \sigma_N^2 = (k_+ \text{Tub} + k_-) \delta t, \]

where \( \langle \dots \rangle \) denotes the mean. Given \( l_{\text{tub}} \) is the length change contributed by a single subunit, on average 0.615nm, the mean growth velocity is

\[ \langle v_g \rangle = \frac{\langle \delta L \rangle}{\delta t} = l_{\text{tub}}(k_+ \text{Tub} - k_-). \]

Additional information about the kinetics is found in the variation of the length about its mean value which is proportional to time and defines an effective diffusion, \( D_{\text{eff}} \), Equation 4 and 5:

\[ \text{Var}[\delta L] = \langle \delta L^2 \rangle - \langle \delta L \rangle^2 = l_{\text{tub}}^2(k_+ \text{Tub} + k_-) \delta t = 2D_{\text{eff}} \delta t \]

\[ D_{\text{eff}} = \frac{l_{\text{tub}}^2}{2}(k_+ \text{Tub} + k_-) \]

Many studies have estimated rate constants \( k_+ \) and \( k_- \) by recording data for the mean growth velocity at various tubulin concentrations and fitting the gradient and intercept to equation 3. These studies are summarised in Appendix 7C, however Gardner et al. (2011) have reported that not using the additional information in the variance of the length changes has led to an order of magnitude underestimation of the rate constants. 19

1.3.3 Mean Square Displacement

Displacements, or lengths, are measured by experiment at discrete time intervals with the possibilities limited to multiples of \( \Delta t \), the inverse of the frame rate (fps). Considering a set \( \{L_i\} \) of \( N \) successively recorded MT lengths, there are \( N(N + 1)/2 \) non trivial forward displacements,

\[ \delta_{ij} = L_j - L_i, \quad 1 \leq i < j \leq N, \]

\[ \Delta t_{ij} = (j - i) \Delta t \]

The most common definition of an estimator for MSD makes use of all possible displacements for a given multiple of \( \Delta t \). Using this method however results in a highly correlated data set complicating theoretical calculations. Using, for example, the maximum number of nonoverlapping displacements of duration \( n \Delta t \) for \( n = 1, \ldots, N - 1 \), we have

\[ \langle \Delta L(n \Delta t)^2 \rangle = \rho_n = \frac{1}{[N/n]} \sum_{i=1}^{[N/n]} \delta_{(i+n)}^2 \]

where \([\cdot]\) denotes the floor/integer part. This method is a compromise since the use of fewer data points at large \( n \) results in a noisier MSD estimator but all correlations between displacements are eliminated.
The 1D model statistics $\langle v_g \rangle$ and $D_{\text{eff}}$ can be used to provide a theoretical description of the MSD, Equation 9, where $\sigma_{\text{err}}^2$ is the variance of the localisation precision\textsuperscript{19,23-25}.

$$\langle \Delta L^2 \rangle = \langle v_g \rangle^2 \delta t^2 + 2D_{\text{eff}} \delta t + 2\sigma_{\text{err}}^2$$  \hspace{1cm} (9)

This can be proved as follows. Consider the displacement of the MT tip, in time $\delta t$, to be normally distributed,

$$\Delta L \sim \mathcal{N}(\langle v_g \rangle \delta t, 2D \delta t)$$  \hspace{1cm} (10)

with mean given by Equation 3 and variance given by Equation 4. The distribution of measured displacements will be the sum of the true distribution, $\Delta L$ and the distribution of measurement errors, $\delta_{\text{err}}$. In the ideal case, errors have zero mean and are normally distributed with variance $\sigma_{\text{err}}^2$. Since two measurements, $m_1$ and $m_2$, are made in the determination of the displacement, the measured length change, which is distinguished in notation via a tilde, is given by,

$$\tilde{\Delta L} = \Delta L(\delta t) + \delta_{\text{err}}^{(m_1)} + \delta_{\text{err}}^{(m_2)}$$  \hspace{1cm} (11)

which is normally distributed,

$$\tilde{\Delta L} \sim \mathcal{N}(\langle v_g \rangle \delta t, 2D \delta t + 2\sigma_{\text{err}}^2)$$  \hspace{1cm} (12)

From the definition of variance, we have

$$\text{Var}[\tilde{\Delta L}] = \langle \tilde{\Delta L}^2 \rangle - \langle \tilde{\Delta L} \rangle^2 = 2D \delta t + 2\sigma_{\text{err}}^2$$  \hspace{1cm} (13)

which, using Equation 3, yields the mean square displacement as per Equation 9. This formulation however fails to take account of the fact that the camera is operated with a finite exposure time, effectively averaging over multiple end positions at each measurement.

1.3.4 Towards a 2D Model

The 1D model concerns itself with the length of the MT but does not consider the lengths of the individual protofilaments nor how the tip structure will affect $k_{pf+}$ and $k_{pf-}$, the local protofilament specific association and dissociation rates. 2D and 3D models have been used to show that there are indeed structural dependences leading to differences in $k_{pf+}$ and $k_{pf-}$. These include steric hindrances which reduce $k_{pf+}$ of lagging PFs\textsuperscript{29,41} and increased $k_{pf-}$ due to fewer lateral bonds on leading PFs\textsuperscript{19}. It has also been reported that the 1D model assumption that $k_-$ is constant with respect to tubulin concentration is thermodynamically untenable for a multiple filament polymer\textsuperscript{57}. Furthermore, there are predictions made by the 1D model which are not borne out by the experimental evidence such as concentration dependent taper length increases\textsuperscript{58}. A Pseudo representation of taper length behaviour
can be introduced into the 1D model by random allocation of events (subunit additions and losses) to individual protofilaments and considering the lengths of protofilaments independently. This has limited practical value however as the average length of the protofilaments provides exactly the behaviour of the conventional 1D model while the taper length, defined as the difference in length of the longest and shortest protofilaments, is nothing other than a scaled description of the standard deviation of the 1D model, see Appendix 7A.

Although there are many problems with the 1D model, the predictions of more recent alternatives\textsuperscript{19,59,60} are still analysed by fitting the statistics $\langle \nu_g \rangle$ and $D_{\text{eff}}$ calculated from the 1D model to the MSD of MT ends. This is valid if the assumption is made that any complex dependencies $k_+$ and $k_-$ may have on $[\text{Tub}]$ and the taper structure are independent of time and MT length. This assumption allows Equation 1 and 2 to be written

\begin{align}
\langle \delta N \rangle &= (k_+^* - k_-^*) \delta t, \\
\sigma_N^2 &= (k_+^* + k_-^*) \delta t,
\end{align}

where $k_+^*$ and $k_-^*$ are the time and length invariant global MT on and off rates for which Equation 9 will provide a valid estimate.

## 2 Methods

### 2.1 Tracking Accuracy

#### 2.1.1 Rational

The accuracy and precision of the MDA tracking algorithm was determined using simulated data designed to reproduce, as accurately as possible, the data obtained via the experiments outlined in the Experimental Methods (1.2.1). It is important to point out that the aim of simulating TIRF microscopy data is to produce a “ground truth” to which tip location can be compared, not to realistically simulate the dynamics of the MT. There are a large number of parameters which may contribute to errors in determining the tip location which will need to be modelled independently of each other in order to determine their individual contributions to the accuracy of tip localisation. Furthermore, the combined effect of subsets of the individual error sources must also be understood in order to allow future experimental designs which minimise the combined tip localisation error as not all parameters can be independently controlled by the experimental design.

The principal source of error is expected to arise from two constraints. Firstly, the poor SNR in the dynamic MT TIRF data caused by the labelled free tubulin in solution and use of low, labelled to unlabelled tubulin ratios resulting in only partial decoration of the MT lattice with fluorescent
molecules. This tip structure may also play an important role as the tapered protofilaments result in a decreasing density of tubulin at the tip creating a local decrease in the SNR. Another possible source of error, largely ignored in previous analysis of tip localisation is the finite exposure time of the camera, which averages the tip position over time, effectively causing an asymmetric broadening of the PSF. Other parameters, including; growth velocity, fluctuations in growth velocity, lateral deflection of the MT, the orientation of the MT, the location of the tip relative to the image pixels, the pixel size and the PSF size may also be sources of error and it will be important to confirm if they have an effect on the tip localisation accuracy in the context of those sources discussed above.

2.1.2 Image Simulation

The simulation of time lapse fluorescence microscopy data of 13 protofilament, dynamic MTs was performed in MATLAB using a modification of the “model-convolution” approach. This previous approach simulated static MTs by the convolution of a high resolution representation of the MT and binning into larger pixels equivalent to the projection onto the camera pixel grid. The modified method we have called “Gaussian-rendering”, enabled the direct rendering of the larger pixels with the resulting speed up allowing the simulation of the large number of frames required to achieve statistical significance across the highly dimensional parameter set for dynamic MTs discussed above (section 2.1.1). The overall approach (Figure 5), was as follows: (1) for each frame, the number of subunits in all protofilaments was defined, (2) subunits were attributed a binary labelled/not labelled state, (3) the [x, y] coordinates of labelled subunits were defined within each image frame, (4) each frame was rendered by drawing a Gaussian approximation to the microscope PSF at each [x, y] coordinate of a labelled subunit, (5) frames were added to empty regions in real data or noise was simulated.

The details of the approach were as follows. First, the change in the total number of subunits in the MT in the time between acquired frames, Δt, was determined from a random sample of a Skellam distribution with mean defined by Equation 14 and variance defined by Equation 15. In order to control for the effect of differing MT tip structures, the number of subunits in each protofilament was updated sequentially until all subunits had been added/lost. This maintains, on average, a specified linear distribution of protofilament lengths with width equal to MT tip taper length which would otherwise increase as the square root of time in an independent PF model (Appendix 7A). This was done not only to maintain an end structure that can be controlled for, but because it is not known how the additions should be distributed between PFs (Section 1.3.4) and should not affect determination of the parameter of interest, the end position. Next, each subunit in the first frame was randomly characterised as labelled or unlabelled, with probability of being labelled equal to the labelling ratio. Any additional subunits in subsequent frames were similarly characterised as labelled...
or unlabelled however those subunits present in the previous frame maintained their labelling state. The \([x, y]\) coordinates of the labelled subunits were then determined for each frame using the 3 start, B lattice model with radius 25nm and \(\alpha-\beta\) tubulin subunit length 8nm (Figure 5a). The position lateral to the MT axis was then modified in each frame using a 1st order, uniformly loaded, cantilever beam model with normally distributed random tip deflection. The entire coordinate set was rotated and translated to position the MT in the desired location within the image frame.

\[\text{Figure 5: Simulation of TIRF microscopy of dynamic microtubules in vitro. a) Schematic representation of the assumed 3D structure of the MT illustrating the random labelling of subunits and there projection onto a 2d plane such that there position can be mapped into an image. b) (Centre) a single centrally located point source equivalent to a \(\delta\) function is imaged by a microscope. The light that falls onto the camera can be approximated to the first order by a Gaussian. This Gaussian is then downsampled by the discrete geometry of the camera pixels. (Left) The same process occurs for a collection of point. The structure of the light illuminating the camera is a sum of the Gaussian contributions from each point source. c) (Centre) A simulated MT for comparison with (Left) a TIRF microscopy image of an MT.}\]
The final steps of the simulation render the image sequence in a manner appropriate for the specific imaging system used. First, all labelled subunits are considered point sources. Since the response of an imaging system to a point source, the PSF, can be approximated by a 2D Gaussian, a noiseless image can be rendered by calculating, for each pixel, the sum of the contributions of 2D Gaussians centred on each point source. This provides a “snap shot” of a single state of the MT. In reality there is a finite exposure time $t_E < \Delta t$ in which subunits are added and lost from the MT. Sub steps of individual subunit addition were not directly simulated but accounted for during rendering by a reduction in the peak intensity of the Gaussian contribution from subunits added during $t_E$. The proportion of $t_E$ for which arriving and departing subunits were present in the MT lattice was approximated by a piecewise linear function. For example, during a growth episode in which $n$ subunits were added during $t_E$ the function is equal to 1 for subunits at a distance greater than $n$ from the final end position and 0 for subunits at the end position. The intensity of these transient subunits was assumed to be directly proportional to the fraction of $t_E$ they were present in the MT lattice. The noiseless image was multiplied by a constant factor in order to match experimental intensity values and non-zero mean Gaussian noise was added to the images to simulate the combination of the free tubulin background intensity and EMCCD camera noise. Alternatively intensity matched noiseless MT images were added to experimental images devoid of MTs.

It is necessary at this point to distinguish between the real end position, the visible end position and the measured end position. There are significant differences between the three values because of typically low experimental labelling ratios and localisation uncertainty.

We will denote the measured position with a tilde, the visible position with a breve and the true end position without. For instance, an MT with a real end position at time $t$ will be notated, $\vec{r}(t) = [x(t), y(t)]$, whereas its visible and measured end positions will be noted $\vec{\tilde{r}}(t) = [\tilde{x}(t), \tilde{y}(t)]$ and $\vec{\tilde{\tilde{r}}}(t) = [\tilde{\tilde{x}}(t), \tilde{\tilde{y}}(t)]$ respectively. The real end position $\vec{r}(t)$ is unknown in the experimental data but is defined in the simulation as the mean of the coordinates of the final subunit on each of the 13 protofilaments $[\tilde{x}(t), \tilde{y}(t)]$, independent of labelling state or taper structure. The visible end position $\vec{\tilde{r}}(t)$ is the available data to which the tracking program localises the end and is defined in the simulation as the mean of the real $[\tilde{x}(t), \tilde{y}(t)]$ coordinates of the labelled subunit on each of the 13 protofilaments which were added during $t_E$. The measured end position $\vec{\tilde{\tilde{r}}}(t)$ given by the tracking program is the sum of the visible end position and some localisation error. These definitions of end position are arbitrary in the sense that they define a specific point of reference within a region of the MT which has a broad characterisation in terms of dynamics, function and structure. They are relevant
points of reference when considering both the imaging system and the tracking algorithm however and their choice is justified in section 3.1.1.

2.1.3 Accuracy and Precision

The accuracy and precision of the MDA tracking algorithm was determined by tracking simulated MTs with coverage of the parameter set achieved first by single parameter variations from an ideal set for which accuracy and precision are assumed to be optimal. Secondly, significant parameters were varied in a pairwise manor in order to identify interactions. Finally, a subset of parameters constrained by experimental considerations was used to confirm the identification of explanatory variables.

The primary output of MDA is an \( \mathbf{\hat{r}}(t) = [\hat{x}(t), \hat{y}(t)] \) coordinate estimating the end position of the MT in the image space for each frame. The norm vectors tangent and normal to the MT are determined from the simulation output and the measured end position was projected onto this coordinate system such that the difference \( \mathbf{r}_{MT}(t) - \mathbf{r}_{MT}(t) \) gave the absolute error \( \mathbf{E}(t) \) which can be decomposed into its axial, \( \mathcal{E}_A(t) \), and lateral, \( \mathcal{E}_L(t) \), components.

For every parameter set a minimum of 15 data sets (movies) were simulated each with a minimum of 50 frames giving \( N = 750 \) data points from which \( \mathbf{E}(t) \) was calculated. Accuracy and precision were defined as the mean and standard deviation of \( \mathbf{E}(t) \) respectively,

\[
\bar{\mu}_e = \frac{1}{N} \sum_{i=1}^{N} \mathbf{E}_i(t),
\]

\[
\bar{\sigma}_e = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (\mathbf{E}_i(t) - \bar{\mu}_e)^2}.
\]

A bootstrapping and bagging procedure\(^{61}\) was used to provide an estimate for the error on these values. This was done by taking \( m = 15 \) subsets of \( n = 50 \) data points, sampled at random with replacement from the total \( N \) data points, \( m \) estimates of the mean and standard deviation could be made from these subsets. The standard error on \( \bar{\mu}_e \) was then calculated as follows,

\[
SE_{\mu} = \frac{1}{\sqrt{m}} \sqrt{\frac{1}{m-1} \sum_{j=1}^{m} (\bar{\mu}_e^{(j)} - \bar{\mu}_e^{(m)})},
\]

where vector notation has been dropped for simplicity. Equation 18 was also used with the \( \bar{\sigma}_e^{(m)} \) estimates of standard deviation to calculate the standard error, \( SE_{\sigma} \), on \( \bar{\sigma}_e \).
2.2 Mean Square Displacement Analysis

2.2.1 Rational

The value of MSD analysis lies in the relation of observed trajectories to underlying diffusion coefficients. This relation is not trivial however and a number of confounding factors such as finite resolution and exposure time integration of trajectories should be considered. The suitability of this analysis to determining the $D_{\text{eff}}$ of 1D polymer growth is investigated using simulated MT growth data. It is important to note that for convenience a 1D model for which statistics $\langle v_g \rangle$ and $D_{\text{eff}}$ are known (section 1.3) is used and that the question of whether this model can be applied to MT dynamics remains open.

2.2.2 MT Length Simulation

The continuous time MT length is simulated using a Monte Carlo$^{62}$ implementation of the 1D model (Section 1.3.1), see Appendix 7A and Fall et al. (2005)$^{63}$. Briefly, the 1D model is a continuous time, Markov chain so a sequence of micro-times $\{t_i\} = t_{i-1} + \tau_i; i = 1, 2, ...$ were computed by randomly sampling from the dwell time probability density function, $\mathcal{F}_\tau(\tau) = (k_+ + k_-) \exp[-(k_+ + k_-)\tau]$, where $\tau \in [0, \infty)$, is the time since the previous event$^{64,65}$. This sequence of micro-times at which events (subunit loss or addition) have occurred can be used to simulate the number of subunits $N(t)$ at all times by performing the logical test

$$N(t \in [t_i, t_i + \tau_{i+1}]) = \begin{cases} N(t_{i-1}) + 1 \leftrightarrow R_i < k_+/(k_+ + k_-) \\ N(t_{i-1}) - 1 \leftrightarrow R_i > k_+/(k_+ + k_-) \end{cases}$$

on a set of uniformly distributed random numbers $\{R_i\} \in [0, 1]$.

The length of the MT is defined as $L(t) \equiv l_{\text{tub}}N(t)$ where $l_{\text{tub}}$ is the length contributed by a single subunit, on average 0.615nm. The number of subunits in the MT was resampled from $N(t)$ at time intervals $\Delta t = 1/fps$ to produce $N(k\Delta t); k = 1, 2, ...$ the macro-time sequence used to determine the length of the MT in each frame. When sub steps were not required the macro-time sequence $N(k\Delta t)$ was calculated using a random sample from a Skellam distribution with mean defined by Equation 1 and variance defined by Equation 2 as per Section 2.1.2.

The effect of tip localisation error was simulated by adding a random variable $\delta_{\text{err}} \sim N(0, \sigma_{\text{err}}^2)$ to $L(k\Delta t)$ in each frame$^{66}$. The effect of camera exposure time was simulated by adding a random variable $\delta_{E} \sim N(-\langle v_g \rangle t_E, 2Dt_E)$ to $L(k\Delta t)$ in each frame.
2.2.3 Mean Square Displacement Analysis

MSD estimators were calculated using a modified version of msdanalyser, a per-value MATLAB class written by Tarentino et. al., 201467. This algorithm uses the more common form of the MSD estimator,

$$\langle \Delta L(n\Delta t)^2 \rangle = \rho_n = \frac{1}{N-n} \sum_{i=1}^{N-n} \delta_{i(i+n)}^2, \quad n = 1, \ldots, N-1$$

which makes use of all available displacements resulting in a correlated but less noisy MSD estimate. Each MT trajectory is used to produce a single, time averaged MSD curve from which a mean Mean Square Displacement curve can be calculated by taking the mean of all MT MSD curves at a given time delay. This mean is weighted by the number of time delays used to produce the initial MSD curves. A weighted standard deviation was also be calculated. There is no consensus with regard to defining a confidence of a weighted mean so for illustrative purposes a standard error was defined as,

$$SE_{MSD} = \frac{\hat{\sigma}_{MSD}}{\sqrt{N}}$$

where $\hat{\sigma}_{MSD}$ is the weighted standard deviation and $N$ is now the number of MT trajectories used in the ensemble average. Not that MSD can only provide an average behaviour, for trajectories which are formed of multiple diffusive modes a single value for the diffusion coefficient will be returned by MSD analysis and it will be heavily biased towards the larger of the true diffusion coefficients that describe the trajectory23.

3 Results

3.1 Model Verification

Prior to assessing the accuracy of MT end position localisation, a number of assumptions made in the simulation of the TIRF data needed to be verified.

3.1.1 End position

The definition of the real end position of the MT is arbitrary, to have meaning however it should be both consistent and relevant to the context in which it is used. In section 2.1.2 the visible end position was defined as the mean of the position of the labelled subunits added during the exposure time and the true end position was defined as the mean of the last labelled subunit on each of the protofilaments at the end of the exposure time. This assumption was verified in by construction of a 1D representation of an imaged MT as a sum of Gaussians with randomly positioned means at a density equal to the $\alpha l_{tub}$ where $\alpha$ is the labelling ratio. Tapered ends could then be simulated by defining a region of specified length over which the density was reduced linearly, representative of a
reduction in the number of subunits in the tapered structure. There are not multiple protofilaments in the 1D representation however an equivalent point exists. For the blunt end this is the centre of the last Gaussian on the MT. For a tapered end this is the point where the linear distribution of the Gaussian density, i.e. the middle of the taper distribution.

Figure 6: Cumulative Gaussian fits to 1D microtubules. A Cumulative Gaussian was fit to a sum of Gaussians distributed randomly according to the density of labelled subunits. The difference between the mean of the cumulative Gaussian and the 1D MT end (defined in the text) is plotted against taper length and labelling ratio. Error bars are standard deviations. All data points are mean values for N=1000 fits to the end position of the 1D MT.
Figure 7: Cumulative Gaussian fits to differently labelled tapered and time averaged 1D microtubule ends. The difference between the mean of the cumulative Gaussian and the 1D MT end (defined in the text) was plotted for both labelling ratio and taper length. The combined effect indicates the two factors independently influence the determination of the end position. This absolute error was also plotted against the average end position over a finite exposure time. Error bars on the top two graphs are standard errors. Error bars on the bottom two graphs are standard deviations. The central graph is the standard deviation of the absolute error in position for differently labelled tapered ends. All data points are mean values for N=1000 fits to the end position of the 1D MT.
The absolute error in the determination of the end position, by this definition, was not more than 10nm (Figure 6, Figure 7) at relevant labelling ratios, \( \alpha > 10\% \). It was also noted that the width of the cumulative Gaussian fit did increase significantly with taper length, however this effect was not linear as reported by Demchouk et. al., (2011)\(^2\). Camera exposure time was modelled not as a linear reduction in density but a linear reduction in the peak intensity of the Gaussian contribution from the region defined as growing or shrinking. It is expected from theory that this distribution of intensities should follow a cumulative exponential distribution for pure growth or pure decay since the dwell times are exponentially distributed (Appendix 7B). The combination of these effects would then follow a cumulative Laplacian distribution. This cumulative exponential is observed (Figure 8) when the substeps are simulated using a Monte Carlo simulation, (as is a cumulative Laplacian in the combined case, data not shown) however, it is clear by visual inspection alone that in the regime of MT kinetics these distributions can be very well approximated by a piece wise linear function. Intensity modulation of the end region Gaussians by the fractional exposure times shown in Figure 8 are equally accurately localised by a cumulative Gaussian fit (data not shown) as the linear model used in Figure 7. This analysis confirms that the definition of the end position used is consistent across a range of relevant parameters. It was also noted that parameters included in this analysis act independently of one another to produce the observed total accuracies and precisions.

*Figure 8: Time in frame of transient subunits in a 1D microtubule.* The cumulative time spent in the microtubule lattice during a 0.5s exposure as a fraction of the total exposure time, is plotted with the final subunits aligned. The mean of \( N=5000 \) growth episodes is shown in black. The growth was simulated using the 1D model (Section 1.3.1) with \( \langle v_g \rangle = 50 \text{ nm s}^{-1} \) and \( k_{-1} = 0 \) for simplicity. Non-unity values for lattice bound subunits is due to randomly distributed time steps in the simulation which do not necessarily sum to 1.
3.1.2 Noise Simulation

In order to properly assess the effect of varying noise on the accuracy of tracking noise at different signal to noise ratios was simulated. It is important to verify however that the description of the noise used in the simulation accurately represents the true noise. The microscope uses an EMCCD camera which is characterised by its Poisson counting statistics\textsuperscript{68}. These cameras are well characterised and there noise can be very well modelled by a Gaussian distributed random variable. The environment of the sample however contains a large number of freely diffusing fluorescently labelled tubulin molecules. This complicates the analytical determination of the noise. Instead the noise characteristics were determined empirically from MT free regions of real microscope data. The first and second moments of the noise suggest it is Gaussian distributed but does not confirm if there is pixel to pixel or frame to frame independence. To determine this a 3D auto-correlation of the noise from the data was calculated for 200 images across a 512x512 square region. A representative selection of this correlation for a single 100x100 pixel 2D plain is shown in Figure 9. The correlation function is approximately a Dirac Delta function suggesting independence, as expected from EMCCD noise superimposed on freely diffusing independent point sources. Long range correlations were occasionally observed and can be attributed in the case of \([x,y]\) space to the non-uniform illumination by the TIRF field and in time by variations in intensity. These correlations are small however and not spatially or temporally similar to the dimensions of the MT tip so independence can be assumed.

Figure 9: Noise Correlation in TIRF data. A 100x100 2D plane of noisy data was used to calculate this autocorrelation function. The correlation is zero across the entire plane and as such the noise can be considered independent.
3.2 Tracking Accuracy

3.2.1 Independent parameter variation

Tracking accuracy and precision as defined in Section 2.1.3 was calculated from 15 movies of 50 frames each. Parameters were first varied independently from a Best case scenario where the SNR is infinity, the microtubule is 100% labelled, there is no random movement in the MT tip position and the exposure time is 0s (a “snapshot” image of one state of the microtubule). Orientation and position with respect to the [x,y] pixel grid were controlled for by choosing a random orientation and a random [x,y] start position in each movie. Every parameter set that was used to form the following data sets can be found in Appendix 7D.

3.2.1.1 “Best Case” and spatial Dependences

The “Best Case” consists of 15 separate movies and 50 separate frames however each and every frame is identical with the end position stationary and well defined by virtue of 100% labelling and an infinite SNR (Figure 10).

Figure 10: “Best Case” and associated spatial considerations. (Top Left) The axial and lateral errors are plotted for every localisation (N=750) along with the mean (accuracy) for the “Best Case” scenario. (Top Right, Bottom Left) The axial and lateral errors are plotted for differing orientations and pixel sizes. (Bottom Right) The Axial and lateral precision are plotted for various pixel sizes. Error Bars are standard errors.
This “Best Case” represents a single source of error, that is the ability of the non-linear least squares fitting algorithm to fit the down sampled (pixilated) MT end. Differences between movies are likely to arise from the trajectory the curve fitting algorithm takes from the program users marking of the rough end position. With decreased tolerances the precision of the fitting can be reduced although there will be a lower bound to the accuracy inherent in the position of the MT end relative to the pixel grid. This change in precision can be seen clearly when the MT is rotated (Figure 10) or moved across the pixel grid (Figure 11). The size of the pixels also plays a role with larger pixels reducing precision. This is exactly analogous to the Nyquist frequency problem when sampling any continuous distribution.

Figure 11: The effect of the position of the MT relative to the pixel grid. The axial and lateral errors are plotted along with the accuracy for differing axial and lateral positions relative to the pixel grid. Error bar is standard Error.
3.2.1.2 Tip Movement

It is critical for post analysis methods such as MSD analysis that there is no bias in the error preferential or detrimental to the recording of position changes. If this were the case the resulting output would correlated and much of the statistical framework behind the analysis techniques relies on independent identically distributed random errors. This appears to be the case with all forms of motion tested (linear growth, fluctuating growth and lateral deflection) exhibiting a normal distribution of errors with accuracy and precision as good as or better than that seen for the “Best Case”. (Figure 12)

![Effect of Movement of Tip on Errors](image1)

**Figure 12: Effect of Movements in the MT end position.** The axial and lateral errors are plotted along with the accuracy for differing movements of the MT end position including slow to fast constant growth, small and large fluctuations in growth speed and lateral deflections. Error bars are standard Errors.

3.2.1.3 Labelling Ratio

Since the fluorescent labelling of tubulin both disturbs MT dynamics at high ratios and leads to denaturing of a significant portion of the tubulin during preparation it is an important experimental consideration. It is observed that the labelling ratio is strongly correlated with precision, particularly in the axial direction (Figure 13). Conversely the accuracy appears to behave nonlinearly, remaining
very stable and close to zero until a threshold is reached at $\approx 0.15$. Demchouk et. al. (2011)\textsuperscript{20} have noted a similar nonlinearity in the labelling ratio’s contribution to the SNR (not considered here because the SNR is controlled separately). This behaviour was also observed in the 1D representation used to confirm the definition of the end position however, in practice labelling ratios of $> 0.15$ are readily achievable and if due consideration for this effect is given by experimentalists it may be mitigated.

Figure 13: Effect of labelling ratio on tracking. The axial and lateral errors are plotted along with the accuracy for differing labelling ratios. The precision is strongly correlated with the labeling ratio. Error bars are standard Errors.

### 3.2.1.4 Signal to Noise

The signal to noise ratio was defined by three parameters which were controlled in the simulation, $\mu_{BG}$, the mean background intensity, $\sigma_{BG}$, the standard deviation of the background intensity and $\mu_{MT}$, the mean signal intensity. Both from the statistics of EMCCD photon counting and empirically from microscope data the variance of the background was varied proportionally to the mean background. Typical experimental levels for SNR are in the region of $\mu_{BG}=7000$, $\sigma_{BG}=500$ and $\mu_{MT}=9000$. The end position estimates from the simulated data set with these parameters have a lateral precision of 38.75
(SE = 4.72) which is the largest, single parameter dependent, experimentally relevant value seen for any parameter. The errors are normally distributed however and the accuracy is small. The precision is however very strongly correlated with SNR (Figure 14).

![Effect of Signal To Noise Ratio on Errors](image1)

![Effect of Signal To Noise Ratio on Accuracy](image2)

![Effect of Signal To Noise Ratio on Precision](image3)

**Figure 14:** The effect of different SNRs on tracking. The axial and lateral errors are plotted along with the accuracy for differing signal to noise ratios. The precision is strongly correlated with the SNR. Error bars are standard Errors

3.2.1.5 Exposure Time and Taper Length

Even taking account for the exposure time in the definition of the end position a negative correlation was observed between the axial accuracy and the exposure time resulting in underestimates of the MT length. These changes are small though, even compared to the “Best Case” accuracies. Since the precision of the tip localisation is not changed it is likely that definition of the end is not rigorous enough to completely remove the large biases in accuracy seen when only considering the last point in the exposure Figure 15. Unexpectedly the taper length shows a small positive bias in the accuracy at longer taper lengths Figure 15. It is possible that weighting given to the width of the error function under the default settings in MDA is partially responsible for the less accurate fit. It is possible to change these settings although this was not done here.
Figure 15: Effect of exposure time and taper length on tracking. (Top Row) Errors and accuracy at varying exposure times. (Second Row) The precision at various exposure times and the errors when only the final MT state in the exposure time is considered the end position. (Third Row) The errors and accuracy at various taper lengths. (Bottom Row) The precision at various taper lengths. Error bars are standard errors.
3.2.2 Parameter Covariance

It was considered possible that increasing SNR, or decreasing labelling ratio would significantly affect the tracking accuracy in cases such as long taper lengths and long exposure times where an extended, sparsely labelled, or weak intensity tip would be obscured by noise resulting in negative biases. This was not the case however (Data not shown, see Appendix 7D). As per the 1D representation combining taper length, exposure time and labelling ratios did not produce changes in accuracy or precision that could not be explained by the independent combination of the three parameters.

The most significant errors in the independent parameter variations were the labelling ratio and the SNR. The combined effect of these two variables is shown in Figure 16. The accuracy of the combined effect is still not significantly different from zero however the precision reveals the dominance of the effect caused by the SNR ratio.

Figure 16: Combined effect of labelling ratio and SNR. The axial and lateral errors are plotted along with the accuracy for differing labelling ratios and signal to noise ratios. The precision is again strongly correlated with the SNR. There is a less significant correlation with the labelling ratio however resulting in three distinct clusters. Error bars are standard errors.
In Figure 16 nine test data sets are shown which take three different values of SNRs and three different labelling ratios at each SNR. The result is three clusters stemming from the primary correlation being with the SNR and within these clusters the data sets with the lowest labelling ratios have larger axial precision as per the independent variation of labelling ratio.

This effect is seen again in the simulation of data sets with experimentally relevant parameters (Figure 17) (Appendix 7D). Here, two different values of SNR were used and three other parameters varied, the most significant of which (labelling ratio) is included in the legend. The precision of all of the sixteen datasets is tightly clustered around the precision expected when varying SNR alone.

Figure 17: The prediction of the tracking accuracy and precision at experimentally relevant parameter values. The axial and lateral errors are plotted along with the accuracy and precision for different experimentally relevant parameter values. The two most significant values are shown in the legend, the others can be found in the Appendix. The precision is again strongly correlated with the SNR resulting in two distinct clusters. Error bars are standard Errors.
3.3 Mean Square Displacement Analysis

3.3.1 MSD of Simulated Tracks

Having the ability to characterise the error associated with tracking allows some constraints to be put on the MSD curve. The following analysis was performed on 100, 200s long microtubule growth episodes using the Monte Carlo method, sampled at a time interval of 0.5s. The mean velocity was 50nm s\(^{-1}\), the diffusion coefficient was 700nm\(^2\)s\(^{-1}\) and a localisation error with \(\sigma=50\) nm was put on the tracks after sampling. Figure 18 shows the output of the modified MSD program including evidence of directed motion in the form of a velocity autocorrelation and power spectral density. A parabolic fit (Equation 9) weighted by the inverse of the standard deviation was made to the mean MSD curve. The resulting measure for the diffusion coefficient with 95% confidence intervals was 735 [732–738] nm\(^2\)s\(^{-1}\). The theory suggests that for this amount of data the real diffusion coefficient should be reliably estimated however after many trials this is not the case. Looking at the predictions for the velocity and the error (49.9 [49.9 49.9]nm s\(^{-1}\) and 70 [71 73] respectively) it becomes apparent that the fit could be constrained by knowledge of the error prior to making the fit. In this case the error was simulated, and so known, and does indeed constrain the fit to give the correct value for the diffusion coefficient.

Figure 18: MSD analysis of simulated MT growth. (Top Left) length vs Time for 100 Mt tracks 200 seconds long sampled at 0.5s intervals. (Top Middle) All MSD curves (Top Right) Mean MSD curve, with standard deviation in grey and error bars for SE as defined in Section 2.2.3. (Bottom Left) Velocities histogram (Middle Bottom) Velocities autocorrelation, which has non zero value due to directed growth (Bottom Right) Power Spectral Density calculated from the velocities autocorrelation showing deviation from pure Brownian motion.
3.3.2 Derivation of exposure time correction

If we wish to constrain the MSD curve with an estimate of the error it is important to consider the effect that exposure time has on the MSD offset. It is known from single particle tracking studies that the MSD is modified by a constant offset when averaging positions over an exposure time however no one has published a derivation of this effect in the presence of drift, or in this case directed growth. This derivation is based on that given by Michalet, (2010) for pure Brownian motion.

Consider dividing the frame of duration $\Delta t$ into $m$ steps of length $\delta t$. The effect of the exposure time can be derived using the average length of a fraction $\lambda$ of the steps in the frame such that $t_E = \lambda m \delta t$. Then the average length in during exposure and therefore the measured length is given by

$$\bar{L}_q = L_0 + \sum_{j=1}^{q-1} \frac{q-j}{q} \Delta L_j,$$

where $\{\Delta L_j\}$ are the steps taken at each $\delta t$ and $q = \lambda m$.

$$\langle \Delta L_j \rangle = v \delta t,$$

$$\langle \Delta L_i \Delta L_j \rangle = (2D \delta t + v^2 \delta t^2) \delta_{ij},$$

where $\delta_{ij}$ is the Kronecker Delta which can be used since individual steps are i.i.d.

The displacement for any frames separated by $k$ can be calculated from the measured lengths in each frame including the sum of all $\Delta L_j$ between the frames of interest,

$$\bar{L}^{(k+1)}_q - \bar{L}^{(1)}_q = \sum_{i=1}^{k} \sum_{j=1}^{m} \Delta L^{(i)}_j + \sum_{j=1}^{q-1} \frac{q-j}{q} \Delta L^{(k+1)}_j - \sum_{j=1}^{q-1} \frac{q-j}{q} \Delta L^{(1)}_j,$$

$$= \sum_{i=2}^{k} \sum_{j=1}^{m} \Delta L^{(i)}_j + \sum_{j=1}^{q-1} \frac{q-j}{q} \Delta L^{(k+1)}_j + \sum_{j=1}^{q-1} \frac{j}{q} \Delta L^{(1)}_j + \sum_{j=q}^{m} \Delta L^{(1)}_j,$$

The average square of this expression is taken and the cross terms cancel due to the Kronecker Delta so,

$$\langle (\bar{L}^{(k+1)}_q - \bar{L}^{(1)}_q)^2 \rangle = \left( \sum_{i=2}^{k} \sum_{j=1}^{m} 1 + \sum_{j=1}^{q-1} \frac{(q-j)^2}{q} \right) - \sum_{j=1}^{q-1} \left( \frac{j}{q} \right)^2 + \sum_{j=q}^{m} \frac{1}{q} \langle \Delta L^2 \rangle,$$

since $\langle \Delta L^2 \rangle = (2D \delta t + v^2 \delta t^2)$, we can do some algebra, take the limit as $m$ goes to infinity and arrive at the expression for mean square displacement,
\( \langle \Delta L^2 \rangle = t^2v^2 + 2Dt - \frac{2}{3}Dt_E - \frac{1}{3}t_E^2v^2 \)

To which localisation noise can be added as previously shown.

4 Discussion and Conclusions

Microtubule dynamics are unlikely to be governed by the simplistic mechanisms and expressions presented in this report and even much more detailed models struggle to reproduce behaviours observed in experiment. In order to fully understand microtubule kinetics there is a need for very high quality data to inform these models and allow them to progress. Often this comes at the cost of simple validation of the methods used to check the results of experiments. In this report I have presented a simulation that is designed to test one such method. The assumptions made about the end definition in the simulation may need revision, as suggested by the taper length and exposure time biases, however it has proven useful in analysing MDA. It also demonstrates a marked improvement on the previous model convolution method in being able to simulate the effect of camera exposure time and the ease of manipulation of the MT on the nanoscale prior to rendering. It is also an improvement both in terms of computational efficiency and truer to life representation of fluorescence. The Monte Carlo simulation of length should now be integrated into the simulation so that the exposure time can be directly simulated rather than approximated.

MDA has been shown to be very accurate in the context of a dynamic MT tip tracker rather than previous methods for tracking stabilised MTs. Simulations have shown that SNR is a dominating aspect of tip tracking using MDA and there are many trade-offs which will allow improvements in signal to noise at the detriment to some other experimental quality. For example the exposure time could be increased to decrease the SNR but this results in possibly significantly large bias in the measurement of the MT end.

Another interesting question arises with regard to the labelling ratio is what criterion or boundary has been crossed when the labelling ratio drops below 15% that results in the rapid decrease in accuracy while the precision behaves entirely linearly.

It seems very probable that accurate estimates for the errors in MT tip tracking for specific experiments could be calculated using the methods in this report. This would allow the constraining of an MSD curve providing more accurate estimates of the diffusion coefficient.
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7 Appendix

A. Taper Lengths in the 1D model

The average behaviour of the taper length with respect to time was simulated using the method in Appendix 7B with the modification that each event that occurred was randomly assigned, with uniform probability, to have occurred on one of 13 protofilaments. This was done under two different parameter sets, the mean of the range of published values outlined in Appendix 7C, and the 10 fold higher values proposed by Gardner et. al. 2011\textsuperscript{19}. The taper length was defined as $TL = \max(L_{pf}(t)) - \min(L_{pf}(t))$ and a mean of $N = 1000$ tracks was calculated. This mean is empirically identical to $\langle \sigma_L \rangle \cdot \sqrt{11}$ where $\sigma_L$ is the standard deviation of the protofilament lengths. This factor is a correction for the bias in the mean arising from the use of 2 out of 13 values to estimate of the standard deviation. Equivalently $TL^2 \cdot 11$ is equal to the variance. 2D model simulations (Fig A) have however had more success predicting the taper length seen in experiment (Fig B,C)\textsuperscript{41}. 
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Monte Carlo Simulation of Length

Monte Carlo methods\textsuperscript{62} are a class of computational algorithms useful for stochastic simulations of systems which can be described as a Markov Chain. The generalised pattern of implementation begins with a deterministic computation being performed on repeated random samples from a probability density function, followed by aggregation of the results. Large numbers of repeated random samples were performed using the Mersenne twister random number generator (MATLAB) proposed by Matsumoto and Nishimura (1998)\textsuperscript{72}.

The following summarises the specific formulism implemented for the continuous time 1D model, based on the probability density function of the dwell times between events\textsuperscript{63}. 

---

\textbf{The Equivalence of Taper Length and Standard Deviation}

- **Adjusted PF SD** $D_{\text{eff}} \approx 271\text{nm}^2 \text{s}^{-1}$
- **Mean Taper Length** $D_{\text{eff}} \approx 19\text{nm}^2 \text{s}^{-1}$
- **Adjusted PF SD** $D_{\text{eff}} \approx 19\text{nm}^2 \text{s}^{-1}$
- **Mean Taper Length** $D_{\text{eff}} \approx 19\text{nm}^2 \text{s}^{-1}$
Let \( p_n(t) \) be the probability at time \( t \) that there are exactly \( N(t) = n \) subunits in the MT. At a microtime step \( \Delta t \) later, \( t' = t + \Delta t \) the probability of \( N(t') = n \) is given by \( p_n(t + \Delta t) = p_n + \Delta \) where \( \Delta \) is some small correction. We assume that \( \Delta t \) is small such that only one event has occurred and that only one subunit can be lost or added per event. From the properties of a continuous time Markov chain there are three mutually exclusive events possible which are independent of \( n \) and proportional to \( \Delta t \). So we can say

\[
p_n(t + \Delta t) = \text{Prob}[n(t) = n; \text{and no event has occurred}] + \text{Prob}[n(t) = n - 1; \text{and a subunit has been added}] + \text{Prob}[n(t) = n + 1; \text{and a subunit has been lost}].
\]

It follows from the assumption of proportionality to time that \( k_+ \Delta t \) and \( k_- \Delta t \) are the probabilities of subunit addition and loss respectively in time \( \Delta t \) allowing us to write,

\[
p_n(t + \Delta t) = p_n(t)(1 - (k_+ + k_-)\Delta t) + p_{n-1}(t)k_+\Delta t + p_{n+1}(t)k_-\Delta t
\]

\[
= p_n(t) + \Delta t[k_+p_{n-1}(t) + k_-p_{n+1}(t) - (k_+ + k_-)p_n(t)]
\]

where \( (1 - (k_+ + k_-)\Delta t) \) is the probability that no event has occurred.

Taking the limit \( \Delta t \to 0 \)

\[
\lim_{\Delta t \to 0} \frac{p_n(t + \Delta t) - p_n(t)}{\Delta t} = \frac{dp_n(t)}{dt} = -(k_+ + k_-)p_n(t) + k_+p_{n-1}(t) + k_-p_{n+1}(t)
\]

and it is clear that Equation 31 is nothing else but the forward Euler method for solving the differential equation which governs the evolution of \( p_n(t) \) providing an algorithm for calculating the probabilities at all later times given \( p_n(t) \) is known, for all \( n \), at time \( t \).

To demonstrate this, consider an MT with exactly \( m \) subunits at time \( t \). This defines \( p_m(t) = 1 \) and \( p_{n>m}(t) = 0 \). The dwell time at this position will be a random variable \( T \) for which we can define a probability density \( F_T(\tau) \) with support \( \tau \in [0, \infty) \). To do this consider the probability \( q(\tau) \), that no event has occurred in \( t \in [t, t + \tau] \), from equation 32,

\[
\frac{dq(\tau)}{dt} = -(k_+ + k_-)q(\tau)
\]

\[
\Rightarrow q(\tau) = \exp[-(k_+ + k_-)\tau].
\]

The probability of at least one event in \( t \in [t, t + \tau] \) defines \( F_T(\tau) \) as follows,

\[
1 - q(\tau) = \text{Prob}[T < \tau] = \int_0^\tau F_T(\tau')d\tau'
\]

\[
\Rightarrow F_T(\tau) = (k_+ + k_-)\exp[-(k_+ + k_-)\tau].
\]
Which is exponentially distributed with mean $1/(k_+ + k_-)$ as expected for the distribution of times between Poisson distributed events.

Random values are sampled from this distribution of dwell times\textsuperscript{65} provides a sequence of times $\{t_i\} = t_{i-1} + \mathcal{T}_i; \ i = 1,2, ..., k$, at which events (addition or loss of a subunit) have occurred. The type of event at each time is determined by a logical test on a uniformly distributed random variable $R \in [0,1]$ with the following criterion,

$$N(t_i) = \begin{cases} N(t_{i-1}) + 1 \iff R_i < k_+/(k_+ + k_-) \\ N(t_{i-1}) - 1 \iff R_i > k_+/(k_+ + k_-) \end{cases}$$

C. Published association/dissociation rates

<table>
<thead>
<tr>
<th>On Rate $k_+$ ($\mu M^{-1}$ s$^{-1}$)</th>
<th>Off Rate $k_+$ ($\mu M^{-1}$ s$^{-1}$)</th>
<th>REF:</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.9±1.8</td>
<td>25.7±7.1</td>
<td>Engelborghs et al. 1977</td>
</tr>
<tr>
<td>7.2</td>
<td>17</td>
<td>Bergen and Borisy 1980</td>
</tr>
<tr>
<td>1.00±0.36</td>
<td>2.00±0.18</td>
<td>Farrell and Jordan 1982</td>
</tr>
<tr>
<td>4.2</td>
<td>2.3</td>
<td>Carlier et al. 1984</td>
</tr>
<tr>
<td>3.82</td>
<td>0.37</td>
<td>Mitchison and Kirschner 1984</td>
</tr>
<tr>
<td>1.4</td>
<td></td>
<td>Gard and Kirschner 1987</td>
</tr>
<tr>
<td>8.9±0.3</td>
<td>44±14</td>
<td>Walker et al. 1988</td>
</tr>
<tr>
<td>6.8</td>
<td>25-30</td>
<td>O’Brien et al. 1990</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>Drechsel et al. 1992</td>
</tr>
<tr>
<td>6.9±0.5</td>
<td>32±6.0</td>
<td>Trinczek et al. 1993</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>Hyman et al. 1992*</td>
</tr>
<tr>
<td>5.7</td>
<td>14.1</td>
<td>Chretien et al. 1995</td>
</tr>
<tr>
<td>4.9±2.3</td>
<td>0.49±0.12</td>
<td>Brouhard et al. 2008*</td>
</tr>
<tr>
<td>5.1</td>
<td>3.9</td>
<td>Gardner et al. 2011*</td>
</tr>
<tr>
<td><strong>4.8</strong></td>
<td><strong>13.0</strong></td>
<td><strong>Mean</strong></td>
</tr>
</tbody>
</table>

*measured for GMPCPP-tubulin
D. Parameters used for TIRF data simulations

All of the following parameter sets were used to produce N=750 frames (15 movies of 50 frames) for tracking.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>BackGround Mean</th>
<th>BackGround std</th>
<th>Signal Mean</th>
<th>Labelling Ratio</th>
<th>std of Lateral Deflection</th>
<th>Exposure Time</th>
<th>Taper Length</th>
<th>Pixel Size</th>
<th>kon</th>
<th>koff</th>
<th>[Tub]</th>
<th>Vg</th>
<th>Dp</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.300</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.300</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.200</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>377</td>
<td>6000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>200</td>
<td>192</td>
<td>120</td>
<td>4.80</td>
<td>13.00</td>
<td>14.23</td>
<td>34.01</td>
<td>15.38</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>534</td>
<td>10000</td>
<td>0.200</td>
<td>150</td>
<td>300</td>
<td>192</td>
<td>120</td>
<td>60.50</td>
<td>708.00</td>
<td>12.00</td>
<td>11.07</td>
<td>271.19</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exposure Time, True End</th>
<th>Exposure Time, Visible End</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exposure Time, True End</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>Growth Fluctuation with Labelling Ratio</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Growth Fluctuation</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Growth Speed</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Growth Speed with Labelling Ratio</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Labelling Ratio</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
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