Sources of decoherence in beamline optics
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Abstract

Coherent X-ray diffraction (CXD) is a potentially important technique for the study of surfaces and interfaces. The level of coherence achievable in a given situation is a function of both the instrumentation used and the source of X-rays. Coherence can be lost by certain kinds of imperfection within these components. Here, we present some elementary principles for the preservation of coherence in a typical synchrotron radiation beamline. These will be illustrated with results from the Sector 34 CXD beamline at the advanced photon source. The consequences for diffraction imaging of surfaces and interfaces with CXD are also discussed in this paper.
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Coherent X-ray diffraction (CXD) is one of the techniques that has become routinely available since the construction of third-generation sources of synchrotron radiation (SR) in the X-ray wavelength range [1]. Because CXD is a brightness-limited application with relatively weak signal levels, it has fully benefited from the three orders-of-magnitude improvements of source brightness. In recent years, two versions of CXD experiments have become popular: X-ray photon correlation spectroscopy for studying fluctuations on atomic length scales and the application to imaging structure with resolution in the nanometer range. In this paper we focus more on the second application and how it can be optimized by appropriate design of the beamline instrumentation. However, the results should be equally applicable to all methods that depend on preservation of coherence.

Coherence is usually divided into its longitudinal and transverse components [2]. Here, we will not discuss further the longitudinal part, which relates to the monochromaticity or wavelength-spread, $\Delta \lambda/\lambda$, of the beam, except to say that it couples to the sample geometry via the optical path-length difference (OPLD); a sufficiently good monochromator must be used that the maximum OPLD is kept smaller than the longitudinal coherence length, $L_L = \frac{1}{2} \lambda^2/\Delta \lambda$ [3]. This experimental challenge is a different subject that is largely uncoupled from that of the transverse coherence, which is our present topic. We will instead make the assumption here that the radiation is perfectly monochromatic. Needless to say, the loss of either longitudinal or transverse coherence will cause the necessary measurements of a CXD experiment to become smeared in such a
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way as to reduce their usefulness or else to introduce undesirable artifacts.

Transverse coherence is usually considered to be a consequence of the finite size of the spatial distribution of the source. The big technological advances in SR sources have improved this characteristic considerably, with present-day source sizes of 600 \( \mu \text{m} \) horizontally and 40 \( \mu \text{m} \) vertically [4]. If each point in the source is considered to be the origin of a spherical wave, then two points, \( d \) apart, lead to waves that do not superimpose perfectly; if these waves are in phase at one place on the sample than they will be out of phase a lateral distance \( \lambda D/2d \) away. The source-to-sample distance is \( D \) here. This defines the lateral coherence length \( L_T \) of a distributed source of width \( 2s \) as [3],

\[
L_T = \frac{\lambda D}{4\sigma}.
\]

Direct substitution in this formula for a typical beamline with \( D = 50 \text{ m} \) gives lateral coherence lengths of several microns. This has motivated CXD experiments to image the shapes of micron-sized crystals [5] and to measure the morphology of surfaces over many microns [6]. The latter example of a CXD reflectivity experiment benefits from the elongation of the beam footprint at small incidence angles, allowing a correspondingly longer region to be probed coherently. This happy situation is spoiled by the practical problems of transporting the beam from source to sample without distortion. In reality, a beamline needs optical components to handle heat load, vacuum, energy selection, etc. Unfortunately, these obligatory components can also affect the lateral coherence, sometimes seriously. This paper attempts to outline the origin of some of these problems and how they might be solved.

The simplest conceivable component is a beam aperture or slit. These are required for removing heat from the edges of the beam in order to protect other components. Slits are also needed to limit the divergence of the beam to restrict the illuminated area on a sample. In CXD experiments on nanocrystals, the number of illuminated crystals must be kept small enough that their individual diffraction patterns do not overlap [5].

In surface CXD reflectivity experiments, the imaged patch is defined entirely by crossed slits [6]. One of the practical limitations of designing a slit is that its edge is made of material with finite absorption, so will always be broadened slightly; a second problem is to provide a sufficiently well-defined, polished surface. Designs include finely polished Mo rollers [7] and even atomically flat cleaved surfaces of GaAs [8]. Even these suffer the fundamental limitation of Fresnel diffraction around the slit edge. So long as a macroscopic distance is needed between the slit and the sample, a broadened profile with a strong phase variation will certainly be introduced. A simple solution is to calculate the illumination function using classical optics [9]; this requires input knowledge of the surface properties of the slit material.

To appreciate the scale of the problem, consider the simple question of the resulting size of a beam cut from a plane wave by two slit blades separated by a distance \( x \). To be useful, \( x \) should be in the range of a few microns. The slit needs to be placed a distance \( y \), usually a few centimeters, in front of the sample. The shadow of the slit will have a width of \( x \), but diffraction can increase the width considerably. For a rough estimate we can simply
add the shadow width, $x$, to the Fraunhofer diffraction width of the central maximum, $\lambda y / x$. This result is plotted in Fig. 1 for $\lambda = 1.4$ Å and various values of $y$. The result is that there is a minimum size of the transmitted beam, which is at least a couple of microns even when the slit is as close as $y = 10$ mm. It is clearly not possible to make a beam smaller than this using slits.

One remedy is to incorporate the slit into the sample itself. This can be achieved by waveguide methods [10]. Another solution is to use focusing optics to make a small beam instead. Popular methods are compound refractive lenses, Fresnel zone plates and Kirkpatrick–Baez (KB) mirrors. As many authors have discussed, there are advantages and disadvantages of each of these methods [2]. Most of the discussion centers on achieving the smallest possible focus, but this is the situation that is worst for the destruction of the coherence. Optics can preserve the coherence even if they are not used to make the smallest focal spot: for example, a 10:1 demagnification leads to a theoretical $10 \times$ improvement in flux at a cost of a $10 \times$ reduction of the coherence length, which is acceptable in many situations. Imperfect optics will only worsen the performance.

As soon as transmitting or reflecting optics are introduced, we are left with a new source of decoherence, however. Any variations of thickness (transmission) or imperfections in the optical finish (reflection) will introduce phase variations in the resulting beam. In the case of a transmission object, it is the refractive index deviation (from unity) that couples the thickness variations to the resulting phase; in the case of reflection, it is the perpendicular momentum transfer (sine of the incidence angle) that couples the height variations to the phase. Windows, Be or otherwise, that are introduced to separate vacuum regions of the beamline will also act similarly as transmission objects. It is usually the phase, rather than amplitude, variations that cause problems, which are accentuated by the large distances between typical components [11]. We and others have developed a formalism that allows us to calculate the effects of partial coherence in diffraction experiments [12,13]. We have further attempted to model the imperfections of a typical optical element by an amplitude and lateral length scale, as in conventional theories of roughness [14]. Both amplitude and phase variations contribute, with the latter becoming more important with distance [15].

The results of this theory [15] can be understood as the generation of a “secondary source” at the location of the imperfect optical component, as Fig. 2 illustrates. A diverging swath of radiation intercepts the optic and interacts with it everywhere that is illuminated. Regardless of the detailed mechanism, whether it is absorption, scattering or refraction, a new component is generated that is incoherent with the original beam. This weak second component can be considered to be superposed on top of the original beam. Once this is accepted, most of the important properties can be calculated by simple geometry; it is only the magnitude of the effect that is hard to predict [15].

![Fig. 2. Ray diagram showing how the coherence seen at the sample plane can acquire a secondary component due to the rescattering by a window. Symbols are those used in the text.](image-url)
The first important conclusion is that the effect of optics is more serious than just an attenuation mechanism. Some of the beam is lost by outward scattering, but some of the beam is scattered inwards as well. Wherever the sample is sitting beyond the optical element, it receives a secondary component of illumination from the entire area of the optical element. This second component has considerably worse coherence than the original source: if nothing else is done to limit it, the source divergence $\sigma$ (angle) will determine the coherence length of the secondary component. Simple geometry in Fig. 2 then yields the following expression,

$$L_{T2} = \frac{\lambda D}{4\sigma} \left(1 - \frac{d_1}{D}\right)$$

where $\alpha = \sigma D/s$ is a dimensionless beam-expansion factor, the ratio of the diverged beam size at the sample to the original source size. The expression has been written in terms of the total source-sample distance, $D = d_1 + d_2$, for comparison with expression (1) for $L_T$ due to just the source itself. Two multiplying factors appear in Eq. (2) that both contribute to a reduced coherence length. The numerator represents the effect of the closer optic-to-sample distance than the original source; this has a big effect when the optical element is close to the sample, which is a common situation. The denominator represents the divergence of the beam; the numerical factor $\alpha$ is about 3 in the horizontal and about 20 in the vertical for a typical undulator beamline at advanced photon source (APS). The denominator is also a big factor, since $\alpha \gg 1$.

We conclude that the window, or other optical element, acts as a secondary source that also contributes to the mutual intensity function (MIF). A beamline with such an element will generate a beam which is characterized by a two-component MIF, with one component coming from the X-ray source (undulator) and the second coming from the window. This picture is sketched in Fig. 3 assuming Gaussian distributions. The relative amplitude of the two components depends on the details of the imperfections of the optical element: roughness, impurities, density variation, etc. For a refractive optic, it depends as well on the distance away. The amplitude of the second component can be difficult to calculate [15], but the coherence length is very easy because it depends only on geometry. The relative widths of the two components in Fig. 3 are therefore given simply by expressions (1) and (2). Each contributing optical element in the beamline adds a component to the MIF, which will acquire a “wedding cake” appearance. Since the geometric factors in Eq. (2) can be large, this function can be very different from Gaussian, with long tails and a sharp center.

In CXD imaging experiments, we have already determined that the “hot spot” which appears near the center of reconstructed images can be associated with this unusual coherence function [12]. This was subsequently demonstrated in a more explicit calculation using typical beamline dimensions [15]. Noting that the standard way to measure coherence is to examine the contrast in a Young’s double-slit experiment [9], we consider the CXD imaging experiments to be one way that the coherence propagation ideas discussed above can be tested, but this is rather indirect.
We now turn to our attempts to verify some of these ideas experimentally using the new 34-ID-C beamline at the APS. The beamline consists of an Undulator A [4], commissioning windows at 25 m, a horizontally deflecting mirror at 30 m [16], double-crystal monochromator at 47 m and exit window at 50 m. The sample would normally sit about 1 m beyond this last window and scatter into a detector on a long arm 3 m beyond. We developed a new high-resolution imaging detector for our tests. A commercial microscope with digital data acquisition and 200 × objective lens [17] was placed behind a cadmium tungstate single crystal. The direct, monochromatic beam gave a visible blue fluorescence signal that was sufficiently bright to fall within the autoranging sensitivity level of the microscope. Example images are shown in Fig. 4 of a 0.5 × 0.5 mm² beam with a spatial resolution of about 2 μm.

Fig. 4 shows an image of the 34-ID-C beam after passing through a Be foil. The foil was supplied commercially for use as a vacuum window in a beamline flight path, but was not of especially high quality. Transmission images are shown of different regions at three different distances, 350, 1300 and 2100 mm from foil to detector. The larger distances favor the phase-contrast mechanism, which appears as intensity variation in the transmitted images shown. Two characteristic features are seen: shadows and

Fig. 4. High-magnification images of a 0.5 × 0.5 mm beam at beamline 34-ID-C of APS passing through a Be foil of rather poor quality. The detector was at a distance of 350 mm (top left), 1300 mm (top right) and 2100 mm (bottom left) behind the foil. The phase contrast mechanism causes the defects to be more visible at the larger distance. The bottom right image was taken through a BN window coating that was subsequently removed. The distance from the coating to the detector was 2400 mm.
scratches. The shadows are presumably due to heavy impurities that absorb the beam. They appear as dark circles about 2 μm in diameter in the 350 mm image and as larger fringed rings in the 1300 and 2100 mm images. The development of fringes is due to Fresnel diffraction around the inclusions. The diagonal scratches are surface features visible on the foil. They were placed at 45° to avoid confusion with the pixelation direction. They are barely discernable in the 350 mm image, become clearer in images at 600 mm (data not shown) and 1300 mm, before fading away in the 2100 mm image. Again, this identifies a phase contrast mechanism associated with refraction by the scratches. The apparent fading is due to the broadening of the features until they merge together.

Both of these features can be seen in the static images of Fig. 4, but they are much more dramatic when viewed as movies acquired while the foil is translated sideways across the beam (not shown). In movie format [17], it is very clear which features are moving against a static background of other contrast in the images. At the present time, it has not been possible to observe a featureless flat-field beam. The beamline components mentioned above contribute to a substantial background structure. Most prominent was the double-crystal monochromator which uses diamond (1 1 1) reflections. Here, topographic strain contrast was visible in the transmitted beam as angled ridges of intensity; these can be detected in the background of Fig. 4, visible as a non-moving features which are the same on all three images. Once again, the critical test was to translate the monochromator while recording a movie; all the ridges were found to move together. The movie technique is highly recommended as it gives immediate results about which optical element is the origin of each set of fine features in the beam. The intensity variation and the length scale of the contrast, seen far back from all optical components, are crude, but effective, measures of the extent to which the optics distorts the beam from an ideal plane wave.

Tests by moving other beamline components concluded that these did not contribute visibly to the contrast, as measured in this way. Small changes of the mirror angle were not detectable. It was not, however, possible to move the “commissioning window” which contains several fairly thick Be foils in its construction. Nevertheless, it was apparent from the tests in Fig. 4 that, for a given defect length scale, there was a worst distance for generating contrast in the beam image. Very close to the foil, the phase contrast has not yet developed, while very far away the contrast features have broadened sufficiently so as to become diffused away. For typical materials, this worst distance seems to be a few meters. This may explain why the mirror and commissioning window did not appear to cause trouble. We note that this conclusion is based on data measured by a camera with 2 μm resolution; if a finer (or coarser) scale was accessible, our conclusion might be different. Fig. 4 does suggest, however, that the micron length scale is the relevant one for defects of Be, and may explain why Be was suspected early on as an experimental difficulty in CXD experiments [18]. The variation of phase contrast with distance in Be confirms the earlier findings at other third-generation sources, such as ESRF [11].

Finally, we show in Fig. 5 a dramatic example of the effect of coherence on the bottom line: the resulting CXD diffraction patterns from a 0.5 μm nanocrystal of Au. The objective of these experiments is to study the external surfaces of these model nanocrystals to see how this affects the physical properties of the nanophase [5]. The left image in Fig. 5 was taken in the initial configuration of the 34-ID-C beamline in March 2002. A temporary Be window was installed at the end of the beamline at 50 m, about 1 m in front of the sample. To protect the window from corrosion in the pink-beam mode of operation, the window had been coated with a thin film of BN dry lubricant. While the transmission of the window appeared satisfactory, the high resolution spatial images of the beam taken through this BN coating were very bad, as the last image in Fig. 4 shows. The wavefront has become broken up into blotches and the 0.5 × 0.5 mm² slit borders have become indistinct. After installation of the final beamline window in October 2002, the CXD image from the same sample (not the same nanocrystal) shows respectable contrast on the right side of Fig. 5.
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Fig. 5. Measured CXD diffraction patterns of the (1 1 1) reflection of 0.5 μm Au nanocrystals under different beam conditions. A CCD detector with 22.5 μm pixels was located 2.8 m from the sample, giving a resolution of 3.7 x 10^-5 Å^-1 per pixel. Left: with a BN spray coating on the exit window located 0.8 m before the sample. Right: with the coating removed. Note that the patterns do not come from the same grain in the sample.