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Abstract

We formulate models of the mechanism(s) by which B cell lymphoma cells stimulated with an antibody specific to the B cell receptor (IgM) become quiescent or apoptotic. In particular, we aim to reproduce experimental results by Marches et al. according to which the fate of the targeted cells (Daudi) depends on the levels of expression of p21\textsuperscript{Waf1} (p21) cell-cycle inhibitor. A simple model is formulated in which the basic ingredients are p21 and caspase activity, and their mutual inhibition. We show that this model does not reproduce the experimental results and that further refinement is needed. A second model successfully reproduces the experimental observations, for a given set of parameter values, indicating a critical role for Myc in the fate decision process. We use bifurcation analysis and objective sensitivity analysis to assess the robustness of our results. Importantly, this analysis yields experimentally testable predictions on the role of Myc, which could have therapeutic implications.
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1. Introduction

Tumour dormancy refers to an equilibrium state where-by certain cancer cell populations persist for extended periods after anti-tumour treatment (see Uhr et al., 1997 and references therein). During these dormant periods cell numbers may vary slightly but they remain fairly constant until they suddenly grow many years later. Such dormant states are frequently achieved after various anti-tumour therapeutic protocols.

One such dormant state has been experimentally induced in a murine B-cell lymphoma, BCL1 lymphoma (Uhr et al., 1997). These tumour cells originate from a single cell carrying a surface immunoglobulin (IgM) that contains a unique idiotype. An antibody to this idiotype (after active or passive immunization) can accurately discriminate between tumour and non-tumour B-cells and be sufficient to arrest the growth of the tumour (Racila et al., 1995; Marches et al., 1995). Although several cellular immune mechanisms may be involved in this process, there is strong evidence that the signalling capabilities of these antibodies play a key role in the induction of dormancy through induction of quiescence or apoptosis (Marches et al., 1995). Follow-up studies showed that the response of human B tumour cells (Daudi) to anti-IgM is similar to that of BCL1 cells to anti-idiotypic antibody (Marches et al., 1999).

Cellular population level models of the interaction between the tumour B-cells and therapeutic antibody in the murine BCL1 lymphoma indicated that the outcome of anti-idotype immunization is influenced by the rates of inducible quiescence and apoptosis of tumour cells (Page and Uhr, 2004). However, it is hard to measure these rates experimentally. In an attempt to bridge the gap between population level models and experimental data and to guide future immunotherapeutic interventions at the gene/protein level, here we model the decision within a single cell to undergo apoptosis or to become quiescent in response to signalling by the antibody binding the B cell receptor.
In particular, we want to explain experimental observations by Marches et al. (1999) in which the final fate (i.e. quiescence or apoptosis) of anti-IgM stimulated Daudi cells depends upon the level of cyclin-dependent kinase inhibitor p21Waf1 (p21). It is emphasized that the models presented here address the fate of a single cell encountering signalling at its B cell receptor. As such they are relevant to understanding the tumour-level effects of both (i) antibody produced in response to a vaccine (for example idiootype vaccines) and (ii) antibody passively administered.

These models may be used to predict the success of immunotherapeutic interventions targeting the B cell receptor on lymphoma cells. Specifically, the cytotoxic or the cytostatic outcome generated by the signalling mechanism is predicted according to the level of key players in the signalling pathway(s). The models may also help to explain the mechanism of induction and maintenance of dormancy.

This article is organised as follows. In Section 2, we provide the necessary biological background. In Section 3, two different mathematical models for the fate of B lymphoma cells are formulated and analysed and some of the model parameters estimated. In Section 4 we carry out sensitivity analysis with respect to parameters whose values are either unknown or could be manipulated experimentally, yielding predictions that could be used for model validation. Finally, in Section 5 we summarize our conclusions and discuss the possible relevance of the models presented in this paper for tumour dormancy in murine models of lymphomas and the relevance and limitation of the approach in regard to tumour immunotherapy.

2. Biological background

The mammalian cell passes through two irreversible transitions during cell-cycle progression. The first of these transitions occurs at the end of G1. During G1, the cell monitors its environment and size. When the external conditions and the size of the cell are suitable, the cell commits itself to DNA synthesis and division. The second transition occurs when DNA replication is completed. Once the cell has checked that DNA and chromatid alignment have occurred, mitosis is initiated and the cell divides into two daughter cells. Cells can also be in the so-called G0 state, where they quit normal progression through the cell-cycle and become quiescent.

The events occurring during the cell-cycle are controlled by a series of molecular signals. The central components of this network are the so-called cyclin-dependent kinases (CDKs) and their activating partner proteins, the cyclins (Alberts et al., 1994). During G1, CDK activity is low because the relevant cyclin partners are missing: their production is inhibited and they are rapidly degraded. Late in G1, cyclin synthesis is promoted, and hence the CDKs are activated. CDK activity remains high during S, G2, and M, since it is necessary for DNA replication and other processes occurring during the final stages of the cycle. Late in G2, the anaphase promoting complex (APC) is activated and marks specific target proteins (such as cyclins) for degradation. Cdh1 is a component of APC and is itself inhibited by cyclin/CDK complexes.

Cyclin/CDK complexes can be inactivated upon binding of CDK inhibitors such as p21 and p27. When the concentration of CDK inhibitors is sufficiently high, cyclin/CDK complexes are prevented from binding and phosphorylating target effector substrates and therefore progression through the cell-cycle is either stopped or delayed (Bloom and Pagano, 2003).

The primary fact on which our models are based is the experimental observation by Marches et al. (1998) that the mechanism by which anti-IgM antibody induces cell quiescence is produced by an increase in the level of expression of p21. Experiments reported by Ezhevsky et al. (1996) indicate that this response could be also mediated by p27.

Another set of experiments by Marches et al. (1999) shows that the fate (i.e. whether they become quiescent or apoptotic) of (human) B lymphoma cells stimulated with an antibody to the B cell receptor depends on the level of inducible p21. Under the action of the antibody (anti-IgM), p21 levels increase and therefore quiescence is increased. However, in cells in which the level of inducible p21 has been reduced by transfection with a vector containing antisense p21, anti-IgM stimulation results in increased apoptosis (see Fig. 1). These results, which might seem counterintuitive, show the complexity of the cellular network linking proliferation, quiescence and apoptosis. Hereafter, cells transfected with antisense p21 will be referred to as antisense cells and cells which have not been transfected will be referred to as wildtype cells.

Marches et al. (1999) give a hint to a possible reason for their results concerning cell fate dependence on p21 inducibility: p21 is not only a regulator of the cell-cycle but it also has an anti-apoptotic effect. Actually this is a common feature of many regulators of proliferation. They have a two-fold function. On the one hand, if they are inhibitors of proliferation (like p21), they also act as anti-apoptotic signals. If, on the contrary, they activate proliferation (like the transcription factor Myc), they also act as pro-apoptotic factors (Evan and Vouden, 2001).

It appears there is a strong cross-talk between cell-cycle regulatory mechanisms and apoptosis. Although the actual mechanisms are not completely clear, the inactivation of CDK inhibitors (Cdc27, Wee1, p21, p27) by caspase-mediated cleavage and a CDK-mediated activation of apoptosis may be involved (Nishioka and Welsh, 1994; Padmanabhan et al., 1999; Degterev et al., 2003). Also interesting is the observation made by Nishioka and Welsh (1994) according to which cells in G0 (i.e. quiescent cells) are less susceptible to apoptosis than cells in G1 (i.e. cells progressing through the cell-cycle).

Caspases are a family of proteins which act as initiators of and executioners of the key steps in the apoptotic pathway. Both functions are carried out by cleavage of
specific substrates (Degterev et al., 2003; Raff, 1998; Nishioka and Welsh, 1994; Padmanabhan et al., 1999). The different steps in caspase activation and in the apoptotic process controlled by caspases are largely regulated by both anti- and pro-apoptotic members of the Bcl-2 family (Cory et al., 2003). In particular, the Bcl-2 protein inhibits the activity of executioner caspases. Of special interest for the present work, is the relationship between Bcl-2 and cell-cycle regulation (Cory et al., 2003) via the interaction between Myc and Bcl-2. Myc regulates transcription of some cyclins (Dang et al., 1999) and therefore acts as a promoter of cell-cycle progression (Abram and Courtneidge, 2000; Chiarello et al., 2001). It can also act as a pro-apoptotic factor by inhibiting Bcl-2 (Cory et al., 2003). On the other hand, Bcl-2 has an inhibitory effect on cell-cycle progression, as it stimulates the activity of CDK inhibitors. It is known that Bcl-2 can inhibit cell-cycle progression through upregulation of p27.

The way Myc controls the CDK inhibitor p21 is not totally clear. There are conflicting reports that Myc either inhibits (Gartel et al., 2001; Seoane et al., 2002) or stimulates p21 upregulation (Cory et al., 2003). We will analyse the effect on our mathematical models and their predictions when we consider either of these possibilities. As for the interaction between Myc and p27, there seems to be agreement that p27 is inhibited by Myc (Cory et al., 2003; Chandramohan et al., 2004; Lefevre et al., 2003).

The last factor we introduce in our analysis is the relationship between Myc expression and response to anti-IgM stimulation of the receptor. We will make the model hypothesis that the anti-IgM signalling can induce upregulation of Myc expression.

We summarize this biological background schematically in Fig. 2. sIgM denotes surface IgM bound by anti-IgM.

### 3. The models

Given all the evidence we have presented in the previous section, we formulate a mathematical model whose structure is schematically represented in Fig. 3(a) with the aim of reproducing and explaining the experimental results of Marches et al. (1999) (Fig. 1). This model (Model I) will be presented in Section 3.2. However, in order to illustrate the relevance of the different elements present in Fig. 2, we will first analyse a simpler model (the reduced model in which Myc is not present. This model is schematically represented in Fig. 3(b). Both models have only one effective CDK inhibitor (henceforth CKI), namely p21.

### 3.1. A reduced model

In this reduced model, we take into account upregulation of p21 by bound surface IgM and the interactions between...
progression through the cell-cycle, caspase activation and cross-inhibition between p21 and active caspases (Fig. 3(b)). Concerning the cell-cycle, we focus only on modelling the G1/S transition, since it is at this point that the cell decides whether to become quiescent or to proceed through the transition and commit itself to division (Alberts et al., 1994). To formulate a mathematical model for this transition in the presence of a CKI (in this case p21), we follow Alarcón et al. (2004) and modify the model by Tyson and Novak (2001) to account for the action of the inhibitor.

Based on the diagram shown in Fig. 3(b) and the models of Alarcón et al. (2004) and Tyson and Novak (2001), the reduced model equations are given by

\[
\frac{dy}{dt} = a_1 - (a_2 + a_3y + a_4z)y, \tag{1}
\]

\[
\frac{dx}{dt} = b_1 \frac{x_0 - x}{J_1 + (x_0 - x)} - b_2 \frac{m y x}{J_2 + x'}, \tag{2}
\]

\[
\frac{dm}{dt} = \mu m \left( \frac{1 - m}{m_x} \right), \tag{3}
\]

\[
\frac{dz}{dt} = c_1 \left( 1 + \frac{y}{A + IgM} \right) - c_2z - \frac{c_3}{J_3 + z} - a_4z y, \tag{4}
\]

\[
\frac{dc}{dt} = d_1 \frac{y(c_0 - c)}{J_4 + (c_0 - c)} + d_2 \frac{y(c_0 - c)}{J_5 + (c_0 - c)} - d_3 \frac{z c}{J_6 + c}. \tag{5}
\]

In Eqs. (1)–(5), \( y \) corresponds to the concentration of (active) dimers of cyclin/CDK, \( x \) is the concentration of active Cdh1/APC complexes, which is an antagonist of the active CDKs (Tyson and Novak, 2001), \( m \) represents a measure of the size of the cell (“mass”), \( z \) is the concentration of (active) p21 and \( c \) is the concentration of active caspases. IgM denotes the concentration of surface IgM that is bound by anti-IgM. The constants \( a_i \), \( b_i \), \( c_i \), and \( d_i \) are rate constants, \( J_i \) are Michaelis–Menten (\( K_M \)) constants and \( x_0 \) and \( c_0 \) are the total concentrations (active plus inactive) of Cdh1/APC and caspases, respectively. We assume these total concentrations are constant. The constants \( \mu \) and \( m_x \) are the cell growth rate and the mass of the mature cell, respectively. Following Tyson and Novak (2001), we take the concentrations as average concentrations (grams of protein per gram of total cell mass). Therefore, \( y \), \( x \), \( z \), \( c \), and \( J_i \) are non-dimensional.

Eqs. (1)–(3) with \( a_4 = 0 \) correspond to the model formulated by Tyson and Novak (2001). The last term on the right-hand side (rhs) of Eq. (1) represents the rate at which trimers of cyclin/CDK/p21 are formed, and therefore the rate at which active CDKs are inactivated by binding to p21. We find exactly the same term in the rhs of Eq. (4), accounting for the rate at which active (free) p21 is lost by binding to active CDKs. The first term on the rhs of Eq. (4) corresponds to background production of p21 in the absence of bound IgM and its upregulation when IgM is bound. We assume a Michaelis–Menten form for this upregulation, with \( A \) being the Michaelis–Menten constant. \( x \) weights the background production of p21 relative to its upregulation when IgM is bound. The second term on the rhs of Eq. (4) corresponds to natural decay and the third term corresponds to inactivation of p21 by active caspases. We assume that this process is mediated by another chemical and that it also can be described using Michaelis–Menten kinetics.

The first term in the rhs of Eq. (5) represents the cascade of cross-activation of caspases. We assume the caspase family can be modelled by a single variable, and therefore we model this cross-activation by a self-activation term. This is supported by the observation that in the advanced stages of apoptosis there is no real difference between initiator and executioner caspases (Degterev et al., 2003). The second term corresponds to activation of caspases in proliferating cells. The third term in the rhs of Eq. (5) corresponds to caspase inactivation by p21. Again, in these last two terms we have assumed an intermediate step and hence Michaelis–Menten kinetics.

3.1.1. Dimensionless form of the reduced model

We use the following non-dimensionalization:

\[
\hat{i} = \frac{a_2 t}{a_5}, \quad \hat{a}_1 = \frac{a_1}{a_5}, \quad \hat{a}_3 = \frac{a_3}{a_2}, \quad \hat{a}_4 = \frac{a_4}{a_2}, \quad \hat{b}_1 = \frac{b_1}{b_2 m_x}, \\
\hat{\mu} = \frac{\mu}{a_2}, \quad \hat{c}_1 = \frac{c_1}{c_3}, \quad \hat{c}_2 = \frac{c_2}{c_3}, \quad \hat{c}_5 = \frac{a_4 c_2}{a_2}, \quad \hat{d}_1 = \frac{d_1}{\hat{d}_3}, \\
\hat{e}_1 = \frac{d_2}{b_2 m_x}, \quad \hat{e}_2 = \frac{d_2}{c_3}, \quad \hat{e}_3 = \frac{d_2}{\hat{d}_3}, \\
\hat{m} = \frac{m}{m_x}, \quad \hat{IgM} = \frac{IgM}{A}. \tag{6}
\]
3.1.2. Model analysis and parameter estimation

Eqs. (7) and (8) can exhibit a saddle-node bifurcation that models the G1/S transition which is driven by cell growth (Tyson and Novak, 2001; Alarcon et al., 2004). For values of $m < m_{cr}$ the system has three steady states, two stable nodes and an unstable saddle point. The two stable steady states correspond to $G_1 \ (x \simeq 1 \text{ and } y \simeq 0)$ and to $S$–$G_2$–$M \ (x \simeq 0 \text{ and } y \simeq 1)$, according to the notation used by Tyson and Novak (2001). When $m = m_{cr}$, the $G_1$ stable steady state and the saddle point annihilate each other giving rise to a monostable system (with $S$–$G_2$–$M$ being the steady state). The existence of this saddle-node bifurcation for some value of $m < 1$ defines, in terms of the model, proliferation (see also Alarcon et al., 2004). Its absence (which occurs for high levels of p21) defines quiescence. In numerical simulations of the model we find for the majority of the time caspase levels are either very low ($c \approx 0$) or very high ($c \approx c_0 = 1.0$). $c \approx 1.0$ defines apoptosis.

To estimate some of the parameters in our model, we use experimental information on the cell-cycle kinetics of human B cells in Non-Hodgkin lymphomas (Erlanson et al., 1995). Let $C \equiv a_2 z_{G_1/S}$, where $z_{G_1/S}$ is the (dimensionless) concentration of p21 at the G1/S transition. The transition will occur when $m = m_{cr}$ where $m_{cr}$ is a function of the parameter values in Eqs. (7) and (8). If all these parameters are known except for $C$, then we have that $m_{cr}$ is a function of $C$ only, $m_{cr} = m_{cr}(C)$. On the other hand, Eq. (9) can be integrated to obtain:

$$ t(m) = \frac{1}{\mu} \ln \left( \frac{m_0(1 - m)}{m_0(1 - m)} \right), $$

where $m_0 = m(t = 0)$. Hence the time the system needs to go through the G1/S transition (i.e. the duration of G1) is $t_{G_1/S} = t(m_{cr})$. Using the results reported by Erlanson et al. (1995) we can assume that the duration of G1 is roughly 1500 min$^1$ which, in dimensionless units and using the value given by Tyson and Novak (2001) for $a_2 = 0.04$ min$^{-1}$, corresponds to $t_{G_1/S} \simeq 60$. Taking $m_0 = 0.5$ and $\mu$ as given in Table 1 then, by simply rearranging Eq. (12), $m_{cr} \simeq 0.8$.

In mathematical terms, at the G1/S transition, the system of algebraic equations $dy/dt = 0$, $dx/dt = 0$ goes from having three different roots to having a single root. In order to estimate the value of $a_4$, we have to analyse the number of roots of this system of equations as a function of the parameter $C$ for $m = m_{cr}$: only values of $C$ such that there is a single root of the system $dy/dt = 0$, $dx/dt = 0$ are feasible. The system $dy/dt = 0$, $dx/dt = 0$ reduces to a single algebraic equation of third order, and therefore its number of solutions can be studied in terms of its discriminant, $D$. In the non-dimensional reduced model, $D$ is given by:

$$ D = Q^3 + R^2, $$

$$ Q = \frac{3B_2 - B_3^2}{9}, \quad R = \frac{9B_1B_2 - 27B_3 - 2B_1^3}{54}, $$

$$ B_1 = \frac{b_1(1 + C) - b_1d_3(x_0 - J_2) - ma_1}{b_1a_3}, $$

$$ B_2 = \frac{ma_1(x_0 + J_1) - b_1(1 + C)(x_0 - J_2) - b_1a_3x_0J_2}{b_1a_3}, $$

$$ B_3 = -\frac{x_0J_2(1 + C)}{a_3}. $$

$^1$Corresponding to high grade Non-Hodgkin lymphoma cells.

### Table 1

Dimensionless parameter values used for the numerical solution of Model 1. A subset of the parameters is used in the reduced model. The Michaelis–Menten constants $J_i$ for $i \geq 3$ are taken to be the same as those estimated by Tyson and Novak. $c_1$ and $c_4$ as prescribed in the text in each case.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (normal)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>1</td>
<td>Tyson and Novak (2001)</td>
</tr>
<tr>
<td>$a_2$</td>
<td>25</td>
<td>Tyson and Novak (2001)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.1</td>
<td>estimated</td>
</tr>
<tr>
<td>$b_2$</td>
<td>5.2</td>
<td>estimated</td>
</tr>
<tr>
<td>$b_3$</td>
<td>0.03</td>
<td>Tyson and Novak (2001)</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.1</td>
<td>estimated</td>
</tr>
<tr>
<td>$c_3$</td>
<td>0.52</td>
<td>estimated</td>
</tr>
<tr>
<td>$d_1$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>$d_2$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>$d_3$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.025</td>
<td>Novak and Tyson (2004)</td>
</tr>
<tr>
<td>$J_1, J_2$</td>
<td>0.04</td>
<td>Tyson and Novak (2001)</td>
</tr>
<tr>
<td>$J_i, i \neq 1, 2$</td>
<td>0.04</td>
<td>estimated</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

$z$ is by definition a dimensionless quantity. Dropping the hats, the dimensionless model is:

$$ \frac{dy}{dt} = a_1 - (1 + a_3x + a_4z)y, $$

$$ \frac{dx}{dt} = b_1 \left( \frac{x_0 - x}{J_1 + (x_0 - x)} - \frac{myx}{J_2 + x} \right), $$

$$ \frac{dm}{dt} = \mu m(1 - m), $$

$$ \frac{dz_1}{dt} = c_1 \left( \frac{1 + \frac{1}{1 + 11G_1}}{1 + 11G_1} \right) - c_2z - \frac{cz}{J_3 + z} - c_5zy, $$

$$ \frac{dz_2}{dt} = d_1 \frac{y(c_0 - c) + y(c_0 - c)}{J_4 + (c_0 - c)} + d_2 \frac{y(c_0 - c)}{J_5 + (c_0 - c)} - \frac{zc}{J_6 + c}. $$

Using the parameter values given in Table 1 of Tyson and Novak (2001), we can see that $\gamma_1 \ll 1$. If we further assume that both inactivation of caspases by p21 and inactivation of p21 by caspases are very efficient and, therefore, very fast processes (compared to the rate of natural decay of cyclin/CDK) we can also use $\gamma_2 \ll 1$ and $\gamma_3 \ll 1$. This allows us to apply the quasi-steady state approximation (QSSA) to Eqs. (8), (10), and (11), which simplifies the analysis of the model considerably.
If \( D < 0 \) all the roots of the corresponding equation are real and different from each other, if \( D = 0 \) all roots are real and at least two of them are identical. Last, if \( D > 0 \) only one root is real and the other two are complex (conjugates). Hence, the saddle-node bifurcation occurs when \( D \) changes sign. So, in order to determine \( C \), we have to solve the equation \( D(C) = 0 \) with \( m = m_{cr} = 0.8 \), which gives \( C = a_4z_{G1/S} \approx 10 \). If we choose a scale in which \( z_{G1/S} \) has a given value then we can determine the value of \( a_4 \) corresponding to that given scale. In the particular case of the values given in Table 1 we have arbitrarily chosen \( a_4 = 5.2 \) and \( z_{G1/S} = 1.9 \).

We can also estimate the value of the parameter \( z \) from experimental data. Marches et al. (1999) show that the expression levels of p21 increase fourfold under stimulation by the antibody. In our numerical simulations (see next Section 3.1.3) we can see that this result is reproduced if we take \( z \approx 3.5 \), if we assume that bound IgM level is close to saturation.

### 3.1.3. Numerical solution of the reduced model

We have solved numerically the algebraic-differential system:

\[
\begin{align*}
\frac{dy}{dt} &= a_1 - (1 + a_3x + a_4z)y, \\
\frac{dm}{dt} &= \mu m(1 - m), \\
\frac{dz}{dt} &= \left[ c_1 \left( 1 + z \frac{IgM}{1 + IgM} \right) - c_2z - c_5zy \right] (J_3 + z) - cz = 0, \\
(d_1c + d_2y)(c_0 - c)(J_5 + c) - ze(J_4 + c_0 - c) &= 0.
\end{align*}
\]

We have used a four-stage Runge–Kutta method to solve the differential equations and a globally convergent extension of the Newton–Raphson method to solve the system of non-linear algebraic equations (Press et al., 1992).

---

**Fig. 4.** Simulations of the model for wildtype cells. Panels (a) and (b) show the dimensionless values of \( x \) (Cdh1/APC concentration, solid line), \( y \) (cyclin/CDK concentration, dotted line), \( e \) (active caspase concentration, dashed line) and \( m \) (cell mass, dot-dashed line). The dashed line is not visible because caspase levels are almost zero. Panel (a) corresponds to IgM = 0 and Panel (b), to IgM = 10. Panel (c) shows the time evolution of \( z \) (CDK inhibitor concentration) for IgM = 0 (solid line) and IgM = 10 (dotted line). \( c_1 = 0.19 \) in all the panels. Other parameter values are taken from Table 1.

---

**Fig. 5.** Simulations of the model for antisense cells. Panels (a) and (b) show the dimensionless values of \( x \) (Cdh1/APC concentration, solid line), \( y \) (cyclin/CDK concentration, dotted line), \( e \) (active caspase concentration, dashed line) and \( m \) (cell mass, dot-dashed line). Where the dashed line is not visible, this is because caspase levels are almost zero. Panel (a) corresponds to IgM = 0 and Panel (b), to IgM = 10. Panel (c) shows the time evolution of \( z \) (CDK inhibitor concentration) for IgM = 0 (solid line) and IgM = 10 (dotted line). \( c_1 = 0.04 \) in all the panels. Other parameter values are taken from Table 1.
In our numerical simulations, wildtype cells have a physiological production rate of p21 ($c_1 = 0.19$). These simulations show that our reduced model reproduces the transition to quiescence in the presence of the anti-IgM. When the anti-IgM is absent and hence surface IgM is unbound, the system undergoes the $G_1/S$ transition (Fig. 4(a)). When the anti-IgM is present (Fig. 4(b)), the system does not go through the $G_1/S$ transition and the level of active caspase is kept very low. Moreover, Fig. 4(c) shows that upon anti-IgM stimulation the level of expression of p21 is increased, favouring quiescence. These results are in agreement with the observations of Marches et al. (1998). However, the experiments of Marches et al. (1998) also indicate an increase in cell death following anti-IgM binding. The expected rise in caspase levels is not seen in the simulations of the reduced model (see Figs. 4(a) and (b)).

In a subsequent set of experiments, Marches et al. (1999) showed that if, prior to stimulation with anti-IgM, induction of p21 was suppressed (antisense cells), (i) no significant change in p21 expression was observed in the presence of anti-IgM and (ii) active caspase levels were increased when anti-IgM was present. It was shown that caspase activity increased in the presence of anti-IgM in wildtype cells too, but that the response was more dramatic in the antisense cells. In numerical simulations of the reduced model, antisense cells have a lower production rate of p21 ($c_1 = 0.04$). Fig. 5 shows that this model fails to reproduce the experimental results, since in simulations p21 levels are higher and caspase activity is lower when anti-IgM is present.

### 3.2. Model I: incorporation of Myc in our model

In order to improve on the above model results, we introduce the effect of Myc. Myc regulates many important processes (see Section 2 and Dang et al., 1999). Its expression is activated by a signalling cascade triggered by tyrosine kinases of the src family, which are activated upon stimulation of many types of receptor (Chiarello et al., 2001), in particular the B cell receptor of murine BCL1 lymphoma cells (Vitetta and Uhr, 1994). We postulate that Myc is activated by the B cell receptors on murine BCL1 lymphoma cells, Daudi cells and other human B lymphoma cells of appropriate type.

The introduction of Myc leads to a complicated dynamical system. On the one hand, membrane IgM ligation stimulates p21 expression and consequently inhibits both progression through the cell-cycle and caspase activation (apoptosis). On the other hand, IgM ligation promotes Myc expression and therefore activates proliferation and apoptosis. Our aim is to see if the
inclusion of Myc is enough to explain the observations of Marches et al. (1999). A further complication is the feedback due to Myc’s influence on p21. In the remainder of Section 3 we ignore this (we assume $c_4 = 0$ in the equations below) and assess the effect of an activatory or inhibitory influence in Section 4.

The equations of the model (see Fig.3(a)) in dimensionless form are:

$$\frac{dy}{dt} = a_1 \left(1 + \beta \frac{u}{1 + u}\right) - (1 + a_3 x + a_4 z)x,$$  \hspace{1cm} (19)

$$\frac{dx}{dt} = b_1 \left(\frac{x_0 - x}{J_1 + (x_0 - x)} - \frac{m y x}{J_2 + x}\right),$$  \hspace{1cm} (20)

$$\frac{dm}{dt} = \mu m(1 - m),$$  \hspace{1cm} (21)

$$\frac{dz}{dt} = c_1 \left(1 + \frac{\text{IgM}}{1 + \text{IgM}}\right) - c_2 z - \frac{cz}{J_3 + z} - c_4 \frac{uz}{J_7 + z} - c_5 z y,$$  \hspace{1cm} (22)

where $u$ is the concentration of Myc. We have introduced several new terms in Eqs. (19)–(24). First, to account for Myc’s action as a promoter of cell proliferation, we have included an extra production term in the Eq. (19) which depends upon $u$. We have also introduced an extra inactivation term in Eq. (22) accounting for the effect of Myc on the CKI, and an extra activation term in Eq. (23) to introduce activation of apoptosis by Myc. Eq. (24) models the dynamics of Myc in a very simple way: it contains a production term which depends on IgM and a natural decay term. The form of the production term itself is chosen for simplicity.

![Fig. 7. Simulation results from Model I for antisense cells. Panels (a) and (b) show the dimensionless values of $x$ (Cdh1/APC concentration, solid line), $y$ (cyclin/CDK concentration, dotted line), $c$ (active caspase concentration, dashed line) and $m$ (cell mass, dot-dashed line). Panel (a) corresponds to IgM = 0 and Panel (b), to IgM = 10. Panel (c) shows the time evolution of $c$ (caspase activity) for IgM = 0 (solid line) and IgM = 10 (dotted line). Panel (d) shows the time evolution of $z$ (CDK inhibitor concentration) for IgM = 0 (solid line) and IgM = 10 (dotted line). $c_1 = 0.04$ and $c_4 = 0$ in all panels. Other parameter values taken from Table 1.](image-url)
3.3. Numerical results for Model I

Using the parameter values given in Table 1, we have solved numerically our model equations with the QSSA for \( x \), \( z \), and \( c \). The resulting algebraic-differential system of equations has been solved using the same methods as for the reduced model in Section 3.1. The antisense cells of Marches et al. (1999) have been simulated here in the same way as for the reduced model, with a lowered value of the p21 production rate, \( c_1 \).

For wildtype cells (Fig. 6), we observe essentially the same cell-cycle behaviour as in the reduced model. In the absence of anti-IgM, our model is in the proliferating state (Fig. 6(a)), whereas the presence of anti-IgM induces quiescence (Fig. 6(b)). However, caspase activity is increased by a factor 10–15 in the presence of anti-IgM (Fig. 6(c)). This result is in agreement with the experimental observations of Marches et al. (1999) and could not be obtained with our reduced model. Also in agreement with the experimental observations, p21 levels are increased upon membrane IgM ligation (Fig. 6(d)).

For antisense cells, the system does not become quiescent regardless of the presence of anti-IgM (Figs. 7(a) and (b)). Caspase activity remains low in the absence of anti-IgM, as in wildtype cells (Fig. 7(c)). However, unlike in wildtype cells, the application of anti-IgM produces a massive...

---

**Fig. 8. Objective sensitivity of quiescence.** The objective function of the system is \( 1/T_{G1/S} \), with \( T_{G1/S} \) being the time the system needs to go through the G1/S transition (i.e. the duration of G1). Panel (a) shows results for \( c_4 \geq 0 \) with \( c_1 = 0.19 \), IgM = 10, other parameter values as given in Table 1. Panel (b) shows results for \( c_4 \leq 0 \) with \( c_1 = 0.19 \), and IgM = 10, other parameter values as given in Table 1. Panel (c) shows results for \( c_4 \geq 0 \) with \( c_1 = 0.04 \) and IgM = 10, other parameter values as given in Table 1. Panel (d) shows results for \( c_4 \leq 0 \) with \( c_1 = 0.04 \) and IgM = 10, other parameter values as given in Table 1. Panels (e) and (f) show the caspase activity for Model I with \( c_4 \geq 0 \) and \( c_4 \leq 0 \), respectively. \( c_1 = 0.04 \) and IgM = 10, other parameter values (except \( c_4 \)) as given in Table 1.
increase in caspase activity (Fig. 7(c)). These results agree with the experiments (Marches et al., 1999). Both model and experiments indicate that the increase in caspase activity in antisense cells is greater than in wildtype cells (see Figs. 6(c) and 7(c)) and that the levels of p21 in antisense cells upon application of anti-IgM are reduced rather than increased (Fig. 7(d)).

4. Parametric sensitivity analysis and model predictions

Throughout the simulations of Model I described in Section 3, we have assumed that $c_4 = 0$. Here we examine, by means of parametric sensitivity analysis and bifurcation analysis, how our results are affected by relaxing this assumption. We will consider both $c_4 \geq 0$ (Myc inhibits p21) and $c_4 \leq 0$ (Myc activates p21) and produce some predictions on how the system should behave in each case. Finally, we will use bifurcation analysis to assess how modifying Myc levels could be used to manipulate the fate of B lymphoma cells under anti-IgM treatment.

4.1. Sensitivity analysis of the transition to quiescence

One of the main results of Marches et al. (1998) is that when B lymphoma cells (Daudi) are given anti-IgM they become quiescent. In Section 3 we have shown that, when $c_4 = 0$, our model reproduces this result. Fig. 8 shows results analysing the sensitivity of this behaviour to changes in the value of $c_4$. We have used objective sensitivity analysis (Varma et al., 1999), taking $1/T_{G_1/S}$ as the function to be analysed.

Fig. 8(a) shows the results of the sensitivity analysis for wildtype cells ($c_1 = 0.19$) and Myc inhibiting p21 ($c_4 > 0$). As the value of $c_4$ increases (stronger inhibition), the transition to quiescence is eventually lost. However, the transition is reasonably robust to changes in $c_4$. For Myc activating p21 ($c_4 \leq 0$; see Fig. 8(b)), the transition to quiescence is totally robust to changes in $|c_4|$.

Figs. 8(c)–(f) show the results obtained for antisense cells ($c_1 = 0.04$) treated with anti-IgM. In the experiments reported in Marches et al. (1999), these cells underwent apoptosis (massive increase in caspase activity) while exhibiting very low levels of p21. This behaviour was reproduced in Section 3 with $c_4 = 0$. Figs. 8(c) and (e) show that this result is robust to changes in $c_4$ when Myc inhibits p21. The situation is completely different when Myc activating p21 ($c_4 \leq 0$; see Figs. 8(d) and (f)). In this case, when activation is strong enough (absolute value of $c_4$ is large enough), the system enters quiescence (Fig. 8(d)) and caspase activity is reduced (Fig. 8(f)).

![Bifurcation diagrams for Model I in the z-c phase plane for negative values of the control parameter $c_4$ with IgM = 10. These plots correspond to the G1 phase, i.e. $y = O(t) \leq 1$. Parameter values taken from Table 1 unless otherwise indicated in this legend. Panels (a) and (b) correspond to $c_1 = 0.19$ (wildtype cells), panels (c) and (d) correspond to $c_1 = 0.04$ (antisense cells).](image-url)
4.2. Bifurcation diagrams in the $z$–$c$ plane with $c_4$ as control parameter

Further analysis of the behaviour of Model I as a function of the value of $c_4$ is carried out here by bifurcation analysis in the $z$–$c$ plane of the phase space of Model I. As in the previous section, we will study how the behaviour differs with the sign of $c_4$.

In the $z$–$c$ plane, a fixed point with $c_4 \simeq 1$ and relatively low value of $z_\ast$ will be referred to as “apoptosis”. A fixed point with $c_4 \simeq 0$ and relatively high value of $z_\ast$ will be referred to as “quiescence”.\(^2\) The value of $z_\ast$ must be sufficiently high for the cell-cycle component of the model (Eqs. (19)–(21)) not to go through the G1/S transition.

Fig. 9 shows the bifurcation diagrams corresponding to $c_4 \leq 0$ (Myc activating p21). For wildtype cells (see Figs. 9(a) and (b)), increasing the absolute value of $c_4$ leads to a saddle-node bifurcation by which the (stable) apoptosis fixed point collides with an unstable fixed point. The only stable fixed point after this bifurcation is quiescence, which is consistent with the results shown in Fig. 8(b). For antisense cells (see Figs. 9(c) and (d)), the system goes through two bifurcations. First, is an “inverse” saddle-node bifurcation by which a (stable) quiescence fixed point and an unstable fixed point are created (in addition to the already existent stable apoptosis fixed point). If the absolute value of $c_4$ is further increased, a saddle-node bifurcation occurs by which the apoptosis fixed point and the unstable fixed point annihilate each other, leaving only the quiescence fixed point. This scenario is consistent with the results shown in Figs. 8(d) and (f).

Fig. 10 shows the bifurcation diagrams corresponding to $c_4 \geq 0$ (Myc inhibiting p21) for wildtype cells ($c_1 = 0.19$; Figs. 10(a) and (b)) and antisense cells ($c_1 = 0.04$; Figs. 10(c) and (d)). For wildtype cells, as the value of $c_4$ increases, a saddle-node bifurcation occurs whereby the quiescence fixed point and the unstable fixed point collide, leaving the apoptosis fixed point as the only stable steady state of the system. This is consistent with the result shown in Fig. 8(a). For antisense cells, there is no such bifurcation and the apoptosis fixed point is always unique and stable, consistent with the results shown in Figs. 8(c) and (e).

Taken together, the results of Sections 4.1 and 4.2 suggest that, if it were possible to experimentally alter the absolute value of $c_4$, it would be possible to tell whether Myc inhibits or activates p21 by comparing the fates of anti-IgM-treated wildtype and antisense cells.

\(^2\)A variable carrying the subindex “*” refers to the quasi-steady-state value of the variable with Myc levels, in addition, assumed at equilibrium.
4.3. Analysis of the effects of Myc on the fate of B lymphoma cells under anti-IgM stimulation

Here we use bifurcation analysis to produce experimentally testable predictions concerning the behaviour of the system when Myc is up- or down-regulated. To this end, we analyse steady states in the $z-c$ plane as a function of the production rate of Myc, $e_1$, taking into account that Myc may activate or inhibit p21.

The results shown in Figs. 11 and 12 correspond to $c_4=0.001$ (Myc weakly activating p21) and $c_4=0.001$ (Myc weakly inhibiting p21), respectively. They indicate that when the production rate of Myc (and hence the level of Myc) is sufficiently large, the apoptosis fixed point is the only stable fixed point for both wildtype and antisense cells regardless of whether Myc inhibits or activates p21.

Although the eventual result of increasing $e_1$ is the same for $c_1=0.19$ (wildtype cells) and $c_1=0.04$ (antisense cells), the bifurcation structure is different. For wildtype cells, the only stable steady state for very small values of $e_1$ is quiescence. For antisense cells, both apoptosis and quiescence are stable. By comparing Figs. 11 and 12, it can be seen that the bifurcation structure for both wildtype and antisense cells is the same whether Myc weakly activates or weakly inhibits p21.

We repeat the bifurcation analysis with $c_4=0.001$ for all the panels in this figure.

Fig. 11. Bifurcation diagrams for Model I in the $z-c$ phase plane for the control parameter $e_1$ with IgM = 10 and negative value of $c_4$. These plots correspond to the G1 phase, i.e. $y=O(1)$. Parameter values taken from Table 1 unless otherwise indicated in this legend. Panels (a) and (b) correspond to $c_1=0.19$ (wildtype cells), panels (c) and (d) correspond to $c_1=0.04$ (antisense cells). $c_4=0.001$ for all the panels in this figure.

We repeat the bifurcation analysis with $c_4=-0.5$ (Myc strongly activating p21) and $c_4=0.5$ (Myc strongly inhibiting p21). The results are shown in Figs. 13 and 14 respectively. Now we observe differences between the cases in which Myc activates p21 and inhibits p21. If Myc strongly activates p21 (see Fig. 13), for wildtype cells ($c_1=0.19$) there are no bifurcations and the quiescence fixed point is always stable as $e_1$ changes. For antisense cells ($c_1=0.04$), a bistable regime, with apoptosis and quiescence as stable fixed points, is observed for small values of $e_1$. Increasing $e_1$ drives the system towards a bifurcation and into a regime in which quiescence is the only stable steady state. If Myc strongly inhibits p21 (see Fig. 14), the behaviour is qualitatively the same as in Fig. 12. For both wildtype and antisense cells, increasing $e_1$ eventually yields apoptosis as the only stable fixed point of the system. A bistable regime can be found for smaller values of $e_1$.

The results of this section allow us to formulate some model predictions of possible ways of controlling the fate of B lymphoma cells in the presence of anti-IgM. If Myc inhibits p21, then we can conclude that increasing the levels of Myc, for example by stimulating its production (increasing $e_1$), would drive the system into apoptosis. If Myc activates p21, our model predicts that the fate of
tumour cells would depend on the intensity of the activation. If this activation is not too strong, then our model predicts that increasing Myc yields apoptosis (as when Myc inhibits p21). If the activation is stronger, then our model predicts that the fate of wildtype cells is not affected by Myc; the cells become quiescent in the presence of therapeutic anti-IgM, regardless of the level of Myc. In antisense cells, high levels of Myc produce quiescence but there is a bistable regime at lower levels in which apoptosis is also stable.

4.4. Effect of anti-IgM antibody on the duration of G1

Further model predictions (and also some of the limitations of our model) can be produced by plotting $T_{G1/S}$, $m(T_{G1/S})$, and $c(T_{G1/S})$ as functions of the level of bound receptors, IgM. As in the analysis performed previously in this section, we consider both Myc acting as a p21-activator and as a p21-inhibitor.

Except for the case of strong Myc activation of p21, Figs. 15–17 indicate that cells tend to respond to a threshold level of bound IgM. Wildtype cells become quiescent above a threshold whilst antisense cells become apoptotic.

As in Sections 4.1–4.3, we find no significant difference between the behaviours of the system corresponding to $c_4 \leq 0$ and $c_4 \geq 0$ for up to moderate values of $|c_4| \approx 10^{-2}$. Figs. 15 and 16 show the behaviour of the quantities $T_{G1/S}$ and $m(T_{G1/S})$ for $c_4 \geq 0$ and $c_4 \leq 0$, respectively. The behaviour of the system is qualitatively the same regardless of the sign of the constant $c_4$. Wildtype cells exhibit a transition to quiescence for high levels of bound membrane IgM (unbounded growth of $T_{G1/S}$ as bound membrane IgM is increased). Antisense cells do not exhibit a transition to quiescence ($T_{G1/S}$ stays finite for all IgM). These two behaviours are robust to changes both in sign and absolute value (for values as big as $|c_4| = 0.1$) of $c_4$.

However, the behaviour of the caspase level at the G1/S transition, $c(T_{G1/S})$, in antisense cells is different for strong activation of p21 by Myc (see Fig. 17). For sufficiently strong activation ($c_4 = -0.1$), $c(T_{G1/S})$ increases gradually with the level of bound IgM. This is potentially experimentally testable and distinguishes the case of strong activation of p21 by Myc.

Figs. 15 and 16 put forward shortcomings of our model concerning the behaviour of $T_{G1/S}$ and $m(T_{G1/S})$. Due to the reduced levels of p21 in antisense cells, the time cells take to go through the G1/S transition is much shorter.
than in wildtype cells. Although it is quite clear that, due to the reduction in the concentration of p21, \( T_{G1/S} \) should be expected to be shorter for antisense cells, such a dramatic reduction may be biologically unrealistic. According to our model, in which the mass of the cell, \( m \), is decoupled from the rest of the system, quiescent cells keep on growing until \( m \approx 1 \). This implies that quiescent cells are at least as big as “cycling” cells at the time of division. This is biologically unlikely, as it has been observed that quiescent cells are smaller than cells going through the cell-cycle (Sauer et al., 1998). The reason for this behaviour of our system is that we are considering that cell growth is decoupled from the regulatory mechanisms of cell-cycle progression. More sophisticated models taking into account the coupling should solve this difficulty (Qu et al., 2004).

5. Conclusions and discussion

In this paper we have analysed two different models of the coupling between cell-cycle progression (more precisely, progression through the G1/S transition) and apoptosis in B lymphoma cells. Experimental data indicate that stimulation of B cells with anti-IgM induces both quiescence and apoptosis, the chance of each depending on the protein level of cell-cycle inhibitors (Ezhevsky et al., 1996; Marches et al., 1998, 1999). Our mathematical models allow us to formulate hypotheses on the mechanisms yielding the different responses. We have also produced some model predictions which will help us to validate the model experimentally.

According to the results from our reduced model, it seems unlikely that, as hinted by Marches et al. (1999), only the negative feedback between caspase activity and p21 is responsible for determining cell fate. In particular, the model cannot explain the increase in apoptosis in wildtype tumour cells when anti-IgM is administered or either the increase in quiescence or apoptosis in antisense cells. Other factors appear to be necessary to obtain a more accurate picture. In the light of recently published reports (Evan and Vouden, 2001), we postulate that Myc is a key player in the balance between cell-cycle progression and apoptosis.

Model I (see Fig. 3a) represents an attempt to produce such a picture. In this model we take into account the cross-talk between Myc and cell-cycle inhibitors. The results obtained from this model are closer to the experimental results.

The role played by Myc in determining the fate of anti-IgM-treated cell is not obvious. The analysis of Model I predicts what this role will be. In wildtype tumour cells,
anti-IgM treatment leads to p21-mediated quiescence (Marches et al., 1999). According to our model this is due to an increase in CKI (p21) levels which inhibits both caspase activity and progression through the cell-cycle. Anti-IgM-induced stimulation of Myc, and the consequent activation of caspases and of CDKs, is not enough to overcome the inhibitory effects of p21. In antisense cells, membrane IgM binding stimulates apoptosis rather than quiescence. According to Model I, this behaviour involves a twofold mechanism. First, reduced p21 levels allow caspase activation and cell-cycle progression. Second, increased Myc levels by anti-IgM-mediated cross-linking, lead to additional increase in caspase activity and CDK activity. Hence Myc stimulates caspase activity (apoptosis) and progression through the cell-cycle, which also increases caspase activity.

The parametric sensitivity analysis sheds more light on the mechanisms producing the results shown in Fig. 1 and also on how to control the fate of the cells in the presence of therapeutic antibody. In particular, Figs. 11(a) and (b) and 12(a) and (b) show that, for wildtype tumour cells, increasing the production rate of Myc, $e_1$, drives the system out of quiescence and into apoptosis regardless of whether Myc activates or inhibits p21. This is valid (see for example Fig. 14(a) and (b)) provided there is not strong activation of p21 by Myc. This is an experimentally testable prediction of our model. If experimentally verifiable it could provide a useful therapeutic tool.

Figs. 13(a)–(d) show that for strong activation of p21 by Myc even antisense cells are likely to become quiescent after surface IgM binding. Indeed increasing the production rate of Myc in this case favours apoptosis over quiescence.

There seems to be some discrepancy in the experimental literature as to whether Myc inhibits or activates p21 (Gartel et al., 2001; Seoane et al., 2002; Cory et al., 2003; Coller et al., 2000). Our model produces results according to which, provided that the intensity of the effect of Myc on p21 can be controlled experimentally, it could be possible to determine which one of these two possibilities actually occurs. According to Fig. 8(c) and (e) for IgM-treated wildtype cells, if Myc inhibits p21 ($c_4 > 0$), $T_{G_1/S}$ is finite (cells are not quiescent) and $c \approx 1$ and thus cells are undergoing apoptosis, regardless of how strong this inhibition is. If Myc activates p21 ($c_4 < 0$), for sufficiently strong activation, $T_{G_1/S} \to \infty$ and $c \approx 0$ and hence the cells are driven into quiescence and out of apoptosis.

Fig. 14. Bifurcation diagrams for Model I in the $z-c$ phase plane for the control parameter $e_1$ with IgM $= 10$ and positive value of $c_4$. These plots correspond to the G1 phase, i.e. $y = O(e) \ll 1$. Parameter values taken from Table 1 unless otherwise indicated in this legend. Panels (a) and (b) correspond to $e_1 = 0.19$ (wildtype cells), panels (c) and (d) correspond to $e_1 = 0.04$ (antisense cells). $c_4 = 0.5$ for all the panels in this figure.
Given current experimental evidence, it seems more likely that Myc actually inhibits p21 and therefore our results for $c_4 > 0$ may be more relevant.

The present analysis has some limitations and shortcomings. In our models, the action of the therapeutic antibody is accounted for in a purely phenomenological way. Issues such as the dynamics of the surface IgM binding, cross-linking, and receptor signalling dynamics are not taken into account. However, all or some of these issues might be important.

The models presented here are based on ordinary differential equations obtained using the law of mass action and therefore, in addition to neglecting cellular compartmentalisation, they are deterministic. A stochastic formulation of these models would yield a description for a population of cells from which we could obtain, for example, probabilities for a given cell in some prescribed condition to undergo either quiescence or apoptosis. This would be more appropriate to compare with experimental data and will be dealt with in future research.

We have been able to estimate some of our parameter values from kinetic data for B (Non-Hodgkin) lymphoma cells whereas others are available in the literature. However, some of the parameter values are unknown. For this reason, while we expect our results and predictions to be qualitatively correct, we are not able to produce quantitative predictions.

Another target for future refinement in our model formulation is the use of a single generic CDK inhibitor rather than two (p21 and p27). We have formulated and analysed such a model (results not shown) and, in spite of being more biologically realistic, it does not produce any result or prediction different from what is obtained from the model with only one CDK inhibitor.

In this paper we have proposed and analysed a model of the mechanisms that decide the fate of human B lymphoma cell lines stimulated with anti-IgM. However, our model could also be used to explain tumour dormancy induction in murine models by similar mechanisms. The idea is that therapeutic antibody or antibody produced in response to a vaccine binds to the B cell receptor on tumour cells. Antibodies to various portions of the B cell receptor may trigger activation of src tyrosine kinases and their downstream effectors. In those B cell tumours for which this signalling leads to upregulation of CKIs and Myc our model is relevant.

A problem for passive immunization with anti-idiotypic antibody is that idiotype variants can emerge during therapy (Meeker et al., 1985). Active immunization with idiotype produces a polyclonal antibody response that can cover such mutated variants (Caspar et al., 1997). Models
such as ours of the molecular pathways could be valuable in understanding escape from dormancy as well as in developing therapeutic strategies that involve driving the cells either into quiescence or to apoptosis.

Our model is simple and neglects a wide variety of complicating factors. This basic model was successful in fitting observed data in antibody therapy of human B lymphomas. However, integration of data within a broader framework will allow the current model not only to describe the outcome of signalling antibody therapy directed at the B cell receptor in experimental models but also to help anticipate the potential therapeutic impact of antibody monotherapy or antibody therapy in combination with chemotherapy or gene therapy targeting the up- and downstream players of the signalling cascade of cell-cycle and apoptosis. Thus, mathematical modelling might help treatment optimization and design of antibody-targeted therapies in future clinical trials.
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