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1. Introduction

The purpose of these functions is to analyse haplotype frequency data from several populations, calculate statistics that measure the degree of diversity within populations and the genetic distance between populations, and perform bootstrap tests to look for significant differences in these statistics among different populations.  The functions are written for a programming environment known as MATLAB.

2. Citation

The functions in this package have been used to aid data analysis in a large number of papers produced by The Centre for Genetic Anthropology, starting with Weale et al. (2001), Human Genetics 109: 659–674.  However, the package has never been explicitly referenced in any paper.  For this reason, when citing this software please simply state the name and refer to the download website: http://www.ucl.ac.uk/tcga/software/
3. Installing these functions

To use this package, you preferably need to have MATLAB installed on your computer.  See http://www.mathworks.com/ for purchasing details if you do not have this software.  Alternatively, you can try running these functions using a free “look-alike” version of Matlab called Octave.  See http://www.octave.org/ for download details and documentation.  However, I cannot guarantee that PopA will work in Octave, as differences do exist between the Matlab and Octave languages and implementation.
To install the functions into a version of Matlab, do the following:

1) Obtain zip file “PopA.zip” from the TCGA software website
2) Extract files to folder of your choice.  Eg. “C:\PopA”

3) Start Matlab or Octave

4) Option A.  Reset path by typing “path(path,’c:\PopA’)” at command window (substitute your own folder name if necessary).

5) Option B.  Change present working directory to your folder name. Eg “cd c:\PopA”

4. Data input and output

Importing data from Excel.

This generally takes the form of copying information from a PivotTable (in the form of haplotype frequencies as rows and different populations as columns) to Matlab, and calling the matrix "M".

For example, imagine you have created the following PivotTable in Excel:
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Here, the “UEP_Code” column represents different Y chromosome haplogroups, but one could equally use haplotype data from any haploid system (e.g. mtDNA).
If you are using an Excel PivotTable, you will need to fill in the empty cells with zeros.  To do this, right-click (or hold mouse button down for 2 secs on a Mac) on an empty cell, select Table Options, then stick a "0" in the "For empty cells, show:" box.  Your table will look like this now:

[image: image2.wmf]Count of 

Sample_ID

Pop_subgroup

UEP_Code

MS_spaced_Csum

Friesland

Norway

East 

Anglia

Midlands

Wales

Grand Total

hg1

12 

12 23 11 13 

13

0

0

0

1

0

1

14 12 23 10 13 

13

0

0

0

1

0

1

14 12 23 11 13 

13

0

0

2

1

0

3

14 12 23 11 13 14

0

1

0

0

0

1

14 12 23 11 14 13

0

0

1

0

0

1

14 12 24 10 13 

13

0

0

0

0

1

1

14 12 24 10 14 13

0

0

1

0

0

1

14 12 24 11 12 13

0

0

1

0

1

2

14 12 24 11 13 12

0

0

0

0

1

1

14 12 24 11 13 

13

2

0

1

2

2

7

14 12 24 12 13 

13

0

0

1

0

0

1

14 12 24 13 

13 

13

0

0

0

1

0

1

14 12 25 10 13 

13

0

0

3

0

0

3

14 12 25 11 13 12

0

0

0

2

0

2

14 12 25 11 13 

13

0

0

1

0

0

1

15 12 24 11 13 14

0

0

0

1

0

1

hg2*

14 13 22 10 11 15

1

0

0

0

0

1

14 

14 22 10 11 13

0

1

1

0

0

2

15 13 23 10 12 14

1

0

0

0

0

1

15 13 24 10 12 15

0

0

1

0

0

1

15 14 22 10 11 13

1

0

0

0

0

1

15 14 23 10 11 13

1

0

0

0

0

1

16 13 23 10 12 15

1

0

0

0

0

1

hg3

15 12 25 11 

11 13

0

1

0

0

0

1

16 10 26 10 11 13

0

0

0

0

1

1

hg9

14 15 26 10 11 12

0

0

1

0

0

1

14 16 23 10 11 12

0

1

0

0

0

1

15 

15 23 10 11 12

0

0

0

1

0

1

15 

15 24 10 11 12

0

0

0

0

1

1

hg21

13 12 24 10 11 13

0

0

0

1

0

1

13 12 24 11 

11 13

0

0

0

0

1

1

13 12 24 12 11 13

0

0

0

0

1

1

Grand Total

7

4

14

11

9

45


If you have UEP and MS information in the rows, you will also need to hide the sub-totals for rows.  Say your PivotTable looks like this.
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To hide the subtotals for hg1, etc, first right-click on the "UEP_code" label on the top left corner of the table.  Now select "Field Settings" then select "None" under the "Subtotals" part of the box that appears.  Once you've filled in the empty cells with zeros, your table will look like this:

[image: image4.wmf]Count of Sample_ID

FF_Bregion2

FF_Bregion

N.Wales

England

Friesland

Norway

Grand Total

UEP_Code

Llangefni

Abergele

Friesland

Norway

hg1

71

10

133

52

22

288

hg2*

3

1

59

32

37

132

hg3

1

7

7

18

33

hg9

1

7

1

2

11

hg16

3

3

hg21

3

7

9

2

1

22

hg26

1

1

Grand Total

80

18

215

94

83

490


Now, you want to copy the data consisting of counts for each population from the PivotTable to Matlab.  First highlight the relevant cells in the PivotTable - these are shaded below:

	Count of Sample_ID
	FF_Bregion2
	FF_Bregion
	
	
	
	

	
	N.Wales
	
	England
	Friesland
	Norway
	Grand Total

	UEP_Code
	Llangefni
	Abergele
	
	Friesland
	Norway
	

	hg1
	71
	10
	133
	52
	22
	288

	hg2*
	3
	1
	59
	32
	37
	132

	hg3
	1
	0
	7
	7
	18
	33

	hg9
	1
	0
	7
	1
	2
	11

	hg16
	0
	0
	0
	0
	3
	3

	hg21
	3
	7
	9
	2
	1
	22

	hg26
	1
	0
	0
	0
	0
	1

	Grand Total
	80
	18
	215
	94
	83
	490


Remember to exclude the row and column totals.  The next step depends on whether you are using Matlab or Octave to run PopA, so the steps are detailed separately in the next two sections.

Data input using Matlab

Use <CTRL>+C to copy this selection of data (the grey area above) to the clipboard.  Now open Matlab.  The Matlab window will initially look something like this: 
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Now type "M=[" + <RTN> at the MATLAB command prompt.  viz:
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The flashing cursor should appear just below the "»" symbol.

Now use <CTRL>+V to paste your data from the clipboard to MATLAB.  Finally, type "];"+RTN and all your data will be assigned to a matrix called "M" in MATLAB.  Thus:


Data input using Octave

In Matlab, it is possible to cut and paste the area greyed out above directly to the Matlab window.  In the PC version of Octave, this is not possible and it is first necessary to create a text file called “M.txt” into which the above values are cut-and-pasted.  Thus in this example M.txt would look like this:

71
10
133
52
22

3
1
59
32
37

1
0
7
7
18

1
0
7
1
2

0
0
0
0
3

3
7
9
2
1

1
0
0
0
0

Make sure this file is in the current working directory for Octave (use the “pwd” command to find this out), then type “load M.txt” in the Octave command window.  This will automatically load the matrix “M” into the Octave workspace.

Check contents of M matrix

You can check your data is there simply by typing "M" at the MATLAB prompt.  This will print out your data again for you.  Alternatively, type "whos" at the MATLAB prompt and all the variables in the MATLAB environment will be listed.  "M" should be there among them, together with its size - e.g. "7 by 5" means that M is a matrix with 7 rows and 5 columns.  Remember, the rows should be equal to the number of haplotypes (or haplogroups) in your PivotTable, while the columns should be equal to the number of different populations in the PivotTable.

Problems with data input
If your PivotTable is very large, it is possible that you will come up with the following error:  "Paste text too large for command window".  If this happens, the first thing to do is to try using Edit->Clear Session in the MATLAB menu system, followed by "];" at the command prompt to reset the prompt.  Now try doing it again.  If this doesn' work, try shutting down MATLAB, restarting it, and doing it again.  If this still doesn't work, copy your data to a text file and save it as "M.txt". Now copy this file to MATLAB's "present working directory".  To find out what this is, type, "pwd" at the MATLAB prompt.  Now type "load M.txt" at the MATLAB command prompt.  Type "whos" and "M" to check that your data has transferred properly.

Data output

There are three ways you store the results you for future reference.  One is by highlighting the text you want in the MATLAB window and using the standard cut and paste facilities to copy the information back into and Excel file.  To display a matrix, simply type it’s name at the MATLAB command prompt.  Note that in the Excel menu the Data->”Text to Columns...” facility can be used to convert values back into individual columns.  

Another way is to store all text displayed to the MATLAB window in a text file by using the following command – e.g.

diary mydiary.txt

This will save all input/output to the file “mydiary.txt” in your current working directory.  Type “help diary” for more info.  Type “pwd” to find your current working directory.

A final way is store save a particular matrix to a text file.  This is particularly useful if the matrix has too many columns to display in the MATLAB window properly.  For example, to save a matrix called ‘haplist’ type:

save haplist.txt  haplist  -ascii -tabs

If you open file “haplist.txt” and copy and paste all text to Excel, values will automatically be copied into different Excel cells.  To convert values back to a general numberic format, highlight all cells and use “Format -> Cells -> General”.

5. Genetic analysis of data in MATLAB I – Summary statistics
A number of functions have been written by MEW to analyse the data in "M".  To have access to these, you will need to copy a set of files with the extension "*.m" to the MATLAB "present working directory".  Please ask MEW for these files.  The files are:

Nei_h.m

- calculates h
Nei_I.m

- calculates Nei's I index for all pairwise popn comparisons

Rey_Fst.m

- calculates Fst for all pairwise popn comparisons

Exc_Rst.m

- calculates Rst for all pairwise popn comparisons

distconv.m
- used to convert the vectors output by Nei_I, Rey_Fst and Exc_Rst into a matrix with npop rows and npop columns

1) Genetic diversity, h.  Type "help Nei_h" to get help on this function (NB to get help on how to use MATLAB in general, type "help help" and go from there.).  To use this function, type "[h,varh] = Nei_h(M);" at the MATLAB command prompt.  The vector "h" contains unbiased h values for each populations (in the same order as that used in the original PivotTable from which the data in M was obtained).  The vector "varh" contains estimated sampling variance for h based on formulae given in Nei (1987).  Type " h " to see the values to 4 decimal places.  Type " h' " (i.e. h followed by an apostrophe) to see h as a column of numbers - this may be easier to export back to Excel.  If you want to see h to greater accuracy (more decimal places), type "format long" followed by " h' ".  To return to normal format, type "format short".  Type "varh" or " varh' " to see the estimated sampling variances.  To see estimated standard errors, type " sqrt(varh)' ".  Again, use "format long" if you want more accuracy.

2) Nei's I index, I.  Type "help Nei_I" to get help on this function.  To use this function, type "I = distconv(Nei_I(M));".  This returns a square maxtrix with No. rows = No. columns = No. populations.  The order of populations in the rows and columns is the same as that in the original Excel PivotTable.  I values for each pairwise comparison of two different populations are placed in the bottom left hand triangle of the "I" matrix.  Other values in the matrix are filled in with "-9" to represent empty cells.  To copy this matrix back to Excel, there are two methods. (a) type "I" in MATLAB and use the mouse to select columns of numbers to copy and paste back into Excel.  Use the Data -> "Text to Columns" -> "delimited" -> "spaces" option in Excel to place each I number in its own cell.  (b) save "I" as a text file by typing "save I.txt I -ascii -tabs" at the MATLAB prompt.  Look for "I.txt" in the MATLAB "present working directory" (type "pwd" to see what this is).  Open I.txt in a text editor like Wordpad (Word is not ideal - use Wordpad instead).  Now select all the text and copy and paste into Excel.  Note that if you do PCO plots based on I values, there is no need to take 1-data values in the Genstat PCO command, as I values are already similarity values (as required by PCO).

3) Fst. Type "help Rey_Fst" to get help on this function.  The output is exactly analogous to that produced by "Nei_I", except that Fst rather than I values are produced. Type "Fst = distconv(Rey_Fst(M));" to get a square matrix of Fst values.  See above for ways of transferring these values to MATLAB.

4) Rst. Type "help Exc_Rst" to get help on this function.  This function works like "Nei_I" and "Rey_Fst", except that in addition to the M matrix, another matrix "ms" must be defined containing all the MS haplotypes corresponding to each row of the M matrix.  To create this matrix in MATLAB, go back to the PivotTable from which you obtained your "M" matrix.  Highlight all the entries in the "MS_spaced_CSum" column, as in example below:


Now copy this block to the Clipboard (CTRL+C).  Now type "ms=[" at the MATLAB command prompt.  Now paste block from the clipboard (CTRL+V).  Now type "];" + RTN in the MATLAB window.  You can check your data is correct by typing "ms" at the command prompt, and you can check the size is correct by typing "whos".

Type "Rst = distconv(Exc_Rst(M,ms));" to get a square matrix of Rst values.  See "Nei's I" section above for ways of transferring these values to MATLAB.

6. Genetic analysis of data in MATLAB II – Bootstrapping
Bootstrapping is a way of generating sampling distributions of h and genetic distances.  This allows you, among other things, test if two h values or two genetic distance values are significantly different from each other.  The “standard” way of doing this is simply to take to difference in the two bootstrap distributions (one for each h value say) and see whether this “difference” distribution is shifted significantly away from zero.  However, simulations I have performed show that this method can produce unreliable results for values of h close to 1, due to bias problems.  An alternative approach, therefore, is to use the bootstrap “difference” distribution to provide an estimate of the sampling variance only, which can be used together with an unbiased estimate of the difference in h values in a standard Z test.  Please see Appendix for more details.

A number of functions have been written by MEW to perform bootstrap analysis.  To have access to these, you will need to copy a set of files with the extension "*.m" to the MATLAB "present working directory".  Please ask MEW for these files.  The files are:

Boot_h.m

- bootstraps h
Boot_I.m

- bootstraps Nei's I index for all pairwise popn comparisons

Boot_Fst.m

- bootstraps Fst for all pairwise popn comparisons

Boot_Rst.m

- bootstraps Rst for all pairwise popn comparisons

Boot_all.m
- bootstraps h, I, Fst, and PHS (Probabability of Haplotype Sharing) simultaneously (will save time if you have a lot of bootstraps to do).

1) Genetic diversity, h.  Type "help boot_h" to get help on this function.  To use this function, type "simh = boot_h(M,1000);" at the MATLAB command prompt.  "1000" represents the number of bootstrap runs that will be performed.  In general, 1000 should be considered the minimum number of runs that should be performed.  If possible (i.e. output not too slow), increase this number to 10000 for better accuracy on your bootstrap distributions.  Every time you run, the program will ask you to "Press a key..." 5 times.  This is to seed the random number generator.

"simh" contains the results of your bootstrap simulation.  It is a matrix with "nruns" rows and "npops" columns, where "nruns" is the number of bootstrap runs asked for and "npops" is the number of populations in "M".  To see what your bootstrap distribution of h looks like for your first population, type "hist(simh(:,1),50)".  For the second population, type "hist(simh(:,2),50)", and so on.  The number “50” determines how many bins there will be in the histogram (type “help hist” for more information).

To see what your mean bootstrap values are for each population, type "mean(simh)".  Compare these to the actual estimates provided by the "Nei_h" function.  If you have a lot of rare haplotypes in your data (i.e. "singletons" or "doubletons" that appear only once or twice respectively), you will find that your "actual" estimates and your "mean bootstrap" estimates may differ quite markedly.  This is because bootstrapping fails to capture all the diversity in the original population in this case.  It is for this reason that bootstrapping should be used with caution!  In general, my advice is not to use bootstrap simulations to estimate mean values but rather to estimate sampling variance.  This estimation procedure is far from being exact, but is more or less the only method available unless one resorts to theoretical formulae for calculating sampling variance.  Only h has a theoretical sampling variance that I would trust.  It is output by Arlequin and also as the "varh" vector in my "Nei_h" function.

To estimate the bootstrap sampling variance of h, type "diag(cov(simh))" at the MATLAB command prompt.  To estimate the bootstrap standard error of h, type "sqrt(diag(cov(simh)))".

Because the sampling variance of h can be calculated from a reliable theoretical formula, there is little need in performing bootstraps on h if all you want to do is test whether a given value of h is significantly different from some fixed value (say, 0.5).  In this case, all one need do is calculate Z = abs(h-0.5)/sqrt(varh) and compare Z with the 2-tailed percentage points of the standard Normal distribution in a book of statistical tables in order to come up with a P-value.  You can also calculate this P-value in MATLAB using “P=normP(Z)”, or in EXCEL typing "=2*(1-NORMSDIST(Z))" in a cell (where "Z" is the value of Z, or is a reference to a cell containing the value of Z).  See Appendix for definition and interpretation of a P-value.

Often, however, what one wants to do is to compare two different h values to see if they are significantly different from one another.  Here, bootstrapping the difference in h values directly can lead to more accurate estimates of the sampling variance of this difference.  Let's say you want to compare Pop 1 with Pop 5, where 1 and 5 represent the column orders for these two pops in the M file.  Type "diff = simh(:,1)-simh(:,5)" to store the bootstrap difference in h values in "diff".  Type "cov(diff)" to get the sampling variance, and "sqrt(cov(diff))" to get the estimate of the standard error.  If "d" is the difference in the "actual" h values as estimated by Arlequin or "Nei_h", then Z = d/ sqrt(cov(diff)) gives the standard normal statistic which is used to find 2-tailed P-values as described above.

One can also extend the above technique to examine the sampling variance of any function of the h values one can care to think of.  For example, say you're interested in the mean of the first 5 populations.  Type " meanh = mean(simh(:,1:5)')' " to get this bootstrapped mean and type "sqrt(cov(meanh))" to get its bootstrap-estimated standard error.

2) Nei's I index, I.  Type "help boot_I" to get help on this function.  To use this function, type "simI = boot_I(M,1000);" at the MATLAB command prompt.  "1000" represents the number of bootstrap runs that will be performed - see boot_h for more on this.

"simI" contains the results of your bootstrap simulation.  It is a matrix with "nruns" rows and "npairs" columns, where "nruns" is the number of bootstrap runs asked for and "npairs" is the number of pairwise comparisons possible among the populations in "M".  If  npops = No. populations, then npairs =  npops*(npops-1)/2.  The column order in "simI" reflects pairwise comparisons as follows:

	
	
	
	1st Population in pairwise comparison

	
	
	1
	2
	3
	4
	5

	2nd Population
	1
	
	
	
	
	

	
	2
	1
	
	
	
	

	
	3
	2
	3
	
	
	

	
	4
	4
	5
	6
	
	

	
	5
	7
	8
	9
	10
	


and so on.  In other words, columns are entered row-wise into the bottom left triangle of the Pop x Pop pairwise comparison matrix.

To see what your bootstrap distribution of I looks like between Pop1 and Pop2, type "hist(simI(:,1),50)". To see what your bootstrap distribution of I looks like between Pop1 and Pop3, type "hist(simI(:,2),50)". To see what your bootstrap distribution of I looks like between Pop2 and Pop3, type "hist(simI(:,3),50)".  And so on.

To present the bootstrap-estimated sampling variance-covariance table of all I values against each other, type "cov(simI)".

It is often the case that we want to see if I between, say, Pop1 and Pop2, is significantly different from I between, say, Pop1 and Pop5.  As with boot_h described above, this can be answered directly be creating the appropriate difference and calculating its bootstrap variance.  Thus, in this case, one would type "diff = simI(:,1)-simI(:,7)" and "sqrt(cov(diff))" to get the bootstrap-estimated standard error.  As with boot_h described above, this procedure can be extended to consider any function of the I values you like.

3) Fst.  Type "help boot_Fst" to get help on this function.  To use this function, type "simF = boot_Fst(M,1000);" at the MATLAB command prompt.  "1000" represents the number of bootstrap runs that will be performed - see boot_h for more on this.

"simF" contains the results of your bootstrap simulation.  It is arranged in the same way as the "simI" matrix described above, except that it contains bootstrapped Fst instead of I values.  Please refer to the section on "boot_I" above for more info on how to analyse this matrix.

4) Rst.  Type "help boot_Rst" to get help on this function.  To use this function, type "simR = boot_Rst(M,ms,1000);" at the MATLAB command prompt.  "1000" represents the number of bootstrap runs that will be performed - see boot_h for more on this.  "ms" is a matrix containing the repeat sizes at each microsatellite locus for each haplotype represented in "M".  See "Exc_Rst" section above for more info on "ms" and how to create it.

"simR" contains the results of your bootstrap simulation.  It is arranged in the same way as the "simI" matrix described above, except that it contains bootstrapped Rst instead of I values.  Please refer to the section on "boot_I" above for more info on how to analyse this matrix.

5)  Simultaneous bootstrapping of h, I, Fst and PHS (Probability of Haplotype Sharing).  PHS is also a measure of genetic distance, but not one that I recommend for general use. Type "help boot_all" to get help on this function.  To use this function, type " [simh,simI,simF,simPHS] = boot_all(M,1000);" at the MATLAB command prompt.  "1000" represents the number of bootstrap runs that will be performed - see boot_h for more on this.

"simh", "simI", and "simF" contain the results of your bootstrap simulation.  These matrices are as described above.

Appendix I - what is a P-value?
A P-value is the probability of obtaining data by chance that is the same or more extreme than the data observed, given that the Null Hypothesis is true.

The definition of "more extreme than" and "the Null Hypothesis" varies from case to case.  Often, the raw data itself is not used directly, but rather a summary statistic is used that is calculated from the data and summarises some aspect of the data that is of interest.  For example, an Fst statistic summarises information on allele frequency differences at lots of haplotypes (or haplogroups) to come up with a single number for the "genetic distance" between two populations.  In this case, the Null Hypothesis being tested is usually "H0: Fst=0", from which the definition of "more extreme than" naturally becomes "an Fst value larger (i.e. even further from zero) than the one observed".  This is case where the definition of "more extreme" only goes in one direction (i.e. towards larger Fst values), and this generates a "one-tailed" P-value.  In other cases, the definition of "more extreme" goes in two directions (i.e. larger than one critical value and smaller than another critical value), and this generates a "two-tailed" P-value.

If the P-value is very small, then the data are very unlikely to have been generated under the Null Hypothesis.  In this case, the Null Hypothesis is rejected in favour of some alternative hypothesis (e.g. "H1: Fst>0", or in words: "the two populations are genetically different").  By convention, a P-value >= 0.05 is considered "significantly small".

Appendix II – Using Bootstrap distributions to test for significant differences in h, FST etc.

The following text is modified from a recent paper (“Founding Mothers of Jewish Communities: Geographically Separated Jewish Groups were Independently Founded by Very Few Female Ancestors” by Thomas et al (2002)) in which bootstrapping was used to test for differences in h and genetic distances.

“
Sampling distributions of h and FST were obtained by bootstrap resampling of individuals according to observed haplotype frequencies in each population sample.  This method of bootstrapping is designed to estimate sampling variance only, and does not address whether differences in h or FST are due to drift or some other cause. This latter issue was instead addressed by looking for consistent differences between groups (i.e. between Jewish and non-Jewish host pairs).


Tests for differences in h and FST were carried out using conservative double testing under two procedures. In the first procedure, the difference in bootstrap sampling distributions was found and the smaller area of the resulting distribution, lying to one side of zero, was doubled to yield a two-tailed P-value.  However, this procedure may lead to inflated Type I error rates due to the bias in the bootstrap sampling distributions.  This bias arises from the inherent drawback of bootstrapping, namely that sampling distributions are estimated by resampling an observed sample, rather than resampling from the original population.  Since the observed sample is expected to have less genetic diversity than the original population (Nei 1987), bootstrap distributions of both h and FST are biased and the correct distributions are not directly recoverable.  We therefore also employed a second procedure in which a standard two-tailed Z-test was performed on the observed difference in unbiased h or FST estimates, and the bootstrap distribution of this difference was used only to provide an estimate of the sampling variance.  While this second procedure formally depends on assumptions of Normality that are unlikely to hold, the properties of the bootstrap sampling distributions for h and FST are such that the real sampling distributions are likely to have less variance than the bootstrap ones, which therefore tends to make these Z-tests conservative (M.E.W., unpublished results).  As a final conservative measure, only the larger of the two P-values produced by the above two procedures was used to assess significance.”

I illustrate the above procedures using h values.  First you need to obtain a Matrix ‘simh’ containing one column of boostrap values for each population under consideration.  Say you now want to compare Pop1 against Pop2, and these populations are in the first two columns of ‘simh’.  Now create the bootstrap “difference” distribution in MATLAB as follows:

diff = simh(:,1) - simh(:,2);

To implement the first procedure described in the text above, do the following:

nboot = length(diff);

lowertail = sum(diff<=0);

uppertail = sum(diff>=0);

P = min(lowertail,uppertail)*2/nboot

The value in ‘P’ is the P-value under the first procedure.

To implement the second procedure described in the text above, do the following.

First you will need the actual unbiased h values using the ‘Nei_h’ function. e.g.:

h = Nei_h(M);

Then do the following:

unbiaseddiff = h(1)- h(2);

samplingvar = cov(diff);

Z = unbiaseddiff / sqrt(samplingvar);

P =  erfc(abs(Z)/sqrt(2))

The value in ‘P’ is the P-value under the second procedure.

The above “double-testing-conservative” approach is now also implemented in a separate special “mini-package” called “test_h_diff”.  See the file “Test_h_diff.doc” in “test_h_diff.zip” for more details.
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