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Abstract

How well we are attuned to the statistics of our environment is a fundamental question in understanding human behaviour. It seems particularly important to be able to provide accurate assessments of the probability with which negative events occur so as to guide rational choice of preventative actions. One question that arises here is whether or not our probability estimates for negative events are systematically biased by their severity. In a minimal experimental context involving an unambiguous, objective representation of probability we found that participants nevertheless judged an event as more likely to occur when its utility was extremely negative than when it was just moderately negative.

Introduction

Decision theory (Pratt, Raiffa, & Schlaifer, 1995) posits that when selecting between alternative courses of action, an individual should select the alternative with the greatest expected benefit – that is, individuals should seek to maximise the subjective expected utility (SEU) of their choice. The normative principles of decision theory dictate that the assessment of an outcome’s expected utility should be based on how probable that outcome is perceived to be (the expectancy component), and the subjective value attached to that outcome (the utility component). Our decision about whether or not to carry an umbrella should be based, therefore, on how likely we think it is that it will rain and how bad it would be if we were to get wet, as compared to the irritation of carrying an umbrella with us unnecessarily if, in fact, it did not rain.  

  This presupposes that probabilities and utilities are assessed independently. Intuitively, one might not expect an individual’s estimate of the chance of rain to be based on their judgment of how bad it would be if they got caught without an umbrella. However, there is a long history of research querying whether probabilities and utilities are in fact assessed independently.

Estimating Probabilities
Early research on decision-making (Crandall, Solomon & Kellaway, 1955; Edwards, 1953, 1962; Irwin, 1953; Marks, 1951) gave some grounds for believing that people’s estimates of an event’s probability seem to be influenced, to some extent, by the event’s utility, especially when that event is extremely positive or extremely negative (e.g. Irwin, 1953). However, these initial studies typically used choice paradigms, and thus assessed probabilistic judgments only indirectly. Given that choice is governed by both probability and utility, and that both of these factors can simultaneously and subjectively vary, it is very hard to isolate either factor using such an approach. 

In examining choice data, there is no direct test of the hypothesis that probabilities and utilities are independent, rather their putative relationship must be inferred – and this inferential step is compromised by the degrees of freedom associated with the underlying estimates of both probability and utility. As such, the results from studies utilising decision-making paradigms could generally be explained in terms of non-linear utility functions. Consequently, Edwards (1962) concluded that these early studies failed to find any compelling evidence for the non-independence of probability and utility. 
The same interpretative difficulties arise when trying to evaluate the substantial body of work by Kahneman & Tversky (see, e.g., Kahneman & Tversky, 1979) on risky decisions as evidence of probability-utility interdependence. They argued that “losses loom large” in the decision making process – i.e. people seem to be unduly influenced by the threat of negative potential consequences when assessing the best course of action. This led them to replace probabilities with decision weights in their formulation of Prospect Theory as a descriptive account of human decision-making. These weights can deviate systematically from probabilities (specifically they are in general lower than the corresponding probabilities, except in the low probability range), whilst actual estimates of probabilities can be assumed to remain intact. An alternative possibility would be to assume that subjective probabilities themselves are systematically distorted. What is really required to support this latter interpretation, however, is a direct test. 

The remaining evidence for the existence of a dependency between probability judgments and outcome severity is also indirect in nature, and typically comes from empirical studies whose primary focus was elsewhere. 

Some support for the idea that utilities influence probability estimates could be taken from research on the subjective interpretation of probability words (e.g. Weber & Hilton, 1990). The concept of probability is inherently numerical, yet we often communicate probabilities through verbal descriptors such as “unlikely”, “possible” and “probable”. Several empirical studies have attempted to investigate how such verbal statements are selected and interpreted. An example is provided by Wallsten, Fillenbaum, and Cox (1986, p. 574, italics added) whereby participants were instructed to respond with either a single probability or a probability range:

 ‘You have a wart removed from your hand. The doctor tells you it is possible it will grow back again within 3 months. 

What is the probability it will grow back again within 3 months?_________’

People’s numerical interpretations of verbal probabilities were found to depend on the outcome that was being estimated – suggesting that the interpretation of probabilistic information is context bound (see also Beyth-Marom, 1982; Brun & Teigen, 1988). 


A key influence on people’s interpretations is the base rate of the event under discussion (e.g. Wallsten, Fillenbaum, et al., 1986). However, within the study of context effects, there is also somewhat weak and conflicting evidence of the influence of outcome utility on subjective judgments of outcome probability.  Weber and Hilton (1990) (see also Verplanken, 1997) found that verbal probability expressions were assigned higher numerical probabilities when they referred to a severe (i.e. very negative) event as opposed to a more neutral event. Opposite findings, whereby probability expressions referring to more severe events are given lower numerical values than those referring to more neutral events, have also been reported (Fischer & Jungermann, 1996; Merz, Druzdzel, & Mazur, 1991).

Crucially, however, there is nothing in this literature to suggest that these effects are governed by anything other than the pragmatics of language use (see, e.g. Grice, 2001). Context effects on the interpretation and selection of vague terms are ubiquitous. There exist, for example, studies demonstrating the effect of context on people’s interpretations of verbal expressions of quantity. Borges and Sawyers (1974) and Cohen, Dearnley, and Hansel (1958), demonstrated that when participants were asked to select “a few”, “some”, or “several” marbles from a tray, the absolute number of marbles selected was dependent upon the total number of marbles in the tray. Our interpretation of the exact numerical meaning of such quantifiers depends to some extent on what they are referring to. 

Hence, the most parsimonious interpretation of any potential influence of severity on the interpretation of probability expressions is that it serves a communicative intent. One cannot infer from contextually bound variation in the numerical interpretation of verbal probability statements that people’s actual probability estimates are distorted by the utility of the outcome. 

A further source that might suggest that people’s utilities systematically bias their probability estimates is research on people’s estimates of personal risk for negative life events. A sizeable literature reports that people are prone to “unrealistic optimism” (Kirscht, Haefner, Kegeles & Rosenstock, 1966; Weinstein, 1980, 1982, 1984). Individuals frequently regard their own personal risk to be less than that of the average person, displaying a kind of “invulnerability bias”. On the assumption that one’s own illnesses are subjectively more negative events than another’s illnesses (in particular, if the “other” is simply the  ‘average person’) this would suggest that the increased severity of an event leads to a (protective) depression of estimated probability (in contrast to the relationship between these variables posited by Weber & Hilton, 1990). As the range of negative life events included in these studies typically varies, examinations of correlations between the degree of unrealistic optimism and severity of event can test this interpretation more directly.  It turns out that there is no evidence for such a relationship once other relevant variables are controlled for (Eiser, Eiser & Pauwels, 1993; Heine & Lehman, 1995; van der Velde, Hooykas & van Pligt, 1992; van der Velde, van der Pligt & Hooykas, 1994; Weinstein, 1982, 1987, Weinstein, Sandman & Roberts, 1990)
. 

Another reason to believe that the severity of negative events might influence estimates of probability stems from the fact that some research has suggested that positive events give rise to systematic distortions (e.g. Babad & Katz, 1991; Price, 2000). Attempts to find evidence that people rate the probability of desirable outcomes to be higher than less desirable outcomes under controlled, laboratory conditions, however, have been less successful,  leading some researchers to speak of the “elusive wishful thinking effect” (Bar-Hillel & Budescu, 1995).
Finally, there is reason to believe that peoples’ information accumulation can be affected by utilities (e.g., Slovic, 1966).  Gordon, Franklin and Beck (2005), for example, found evidence that people misremembering the source of predictions had a tendency to attribute more desirable predictions to the more reliable source. Such influences on information accumulation could give rise to severity-related distortions of probability estimates; however, this leaves open the question of the generality of such influences, in particular, the question of whether or not severity influences probability estimates even in circumstances where all relevant information is readily available. 


In summary, despite a long history of research potentially suggesting an influence of outcome utility on probability judgments for outcomes of both positive and negative valence, to the best of our knowledge there exists no clear demonstration of the direct effect of outcome severity on perceived outcome probability. Consequently, we sought to investigate estimates of negative events using a novel paradigm that allowed us to provide a direct test of the independence of probability judgments. 

A Direct Test of Severity Influence

Are severe outcomes perceived as more probable, or less probable, than neutral outcomes? In attempting to answer this fundamental question, it seems necessary to dispose of as many potential confounds as possible, and avoid the ambiguities that trouble the interpretation of verbal probability expressions. We therefore wanted a task in which participants provided numerical estimates. The main difficulty in choosing appropriate materials for such estimates is that severity and probability are confounded in the real world (see also, e.g., Weber & Hilton, 1990), such that ‘really bad’ things are less frequent than ‘moderately bad’ or neutral ones.  Simply comparing estimates across events of different severity would consequently be uninformative in respect of establishing a bias. What is minimally required is an objective measure of the probabilities involved. As such measures are difficult to obtain, and because differences in knowledge between people could furthermore give rise to rational deviations from these objective probabilities, we chose to develop fictitious scenarios. Crucial to our experimental design is the fact that participants are supplied with an objective basis for their subjective estimates and that this objective basis is identical across the severity manipulations. Any systematic difference that arises in participants’ estimates of probability across conditions is consequently directly attributable to the influence of severity. 

Experiment 1

The purpose of the first experiment was to provide a direct demonstration of the effect of extreme negative outcome utility (outcome severity) on estimates of outcome probability using a paradigm in which these estimates are anchored to an objective probability to which all participants have equal access. Specifically, the relevant probabilities were provided in a visual display. The use of visual displays as a means of supplying probability information to participants has considerable precedent in the literature (e.g., Bar-Hillel & Budescu, 1995; Cohen & Wallsten, 1991; Wallsten, Budescu, Rapoport, Zwick, & Forsyth, 1986), but has not been used to directly investigate the relationship between outcome severity and probability. Participants saw cell matrices in which different colored cells represented different outcomes. To make the interpretation of these matrices more natural, the cover story was chosen such that the spatial arrangement of the cells had a straightforward real-world correspondence. Specifically, the cells were presented as a graphical representation of a large apple orchard. Yellow cells corresponded to apple trees that had been treated with a pesticide; black cells corresponded to untreated apple trees. The matrix was made sufficiently large that counting the number of cells would have been unduly tedious, thus ensuring that participants would be giving estimates even though they were being presented with an objective probability. The cover story associated with the display varied the significance of the treated apples such that they were either fatally poisonous (the severe outcome) or tasted unpleasant (the neutral outcome). Participants were allocated to either the severe or the neutral cover story and asked to provide a probability estimate for the event in question. Crucially, however, all participants saw exactly the same visual displays. The paradigm therefore provided a direct test of the hypothesis that outcome utility may alter the subjective probability of that event occurring.
Method

Participants

One hundred participants took part in Experiment 1. The experiment was conducted remotely using an internet host (iPsychExpts). Fifty-five female and forty-five male participants with a mean age of 30 completed the experiment, in an average time of 2.54 minutes. Fifty participants provided probability estimates of severe outcomes, and fifty provided probability estimates of neutral outcomes.

Design

Experiment 1 was designed to test the hypothesis that probability estimates of severe outcomes are overestimated relative to the probability of neutral events. This hypothesis was tested using visual response matrices containing varying proportions of black and yellow cells. Outcome-severity was manipulated between-participants, such that the yellow cells in the display matrices corresponded to outcomes of either extremely negative or neutral utility. The number of yellow cells in the display matrices was manipulated within-participants, such that everyone gave three estimates of probability (low/medium/high outcome probability).

Materials and Procedure

A visual display containing 2236 square cells with a random distribution of black and yellow squares was constructed with a simple JAVA program designed specifically for the experiment (see Fig 1). Three different variants of the display were created, corresponding to the three levels of outcome probability manipulated in the experiment. In the low probability condition of the experiment, the randomly distributed yellow cells were constrained to occupy less than 5% of the display. In the medium probability condition, 50% of the cells in the display were yellow. In the high probability condition, more than 95% of the cells in the display were yellow.
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Figure 1: An example cell matrix (from the medium probability level).

Depending on the outcome-severity condition participants were randomly assigned to, they read one of the following cover stories:

Severe Outcome: A farmer has just bought an orchard that contains over 1000 apple trees. The picture below shows the layout of the orchard, with each coloured circle representing an apple tree. Trees that are coloured BLACK bear fruit that is tasty, and delicious to eat. Trees that are coloured YELLOW have been sprayed with a particularly potent type of pesticide, and bear fruit that is fatally poisonous to humans. The farmer’s young daughter is always playing in the orchard, and despite her father’s warnings, she often picks apples to eat from the trees in the orchard. 

Unfortunately, however, there is no way of knowing whether an apple tree bears edible or inedible fruit without trying an apple from the tree (the colours black and yellow simply represent the different types of apple). The safety of his daughter is extremely important to the farmer, who is very concerned that she might eat a poisonous apple by mistake. 

Neutral Outcome: A farmer has just bought an orchard that contains over 1000 apple trees. The picture below shows the layout of the orchard, with each coloured circle representing an apple tree. Trees that are coloured BLACK bear fruit that is tasty, and delicious to eat. Trees that are coloured YELLOW bear fruit that is sour, and unsuitable for eating. Unfortunately, however, there is no way of knowing whether an apple tree bears edible or inedible fruit without trying an apple from the tree (the colours black and yellow simply represent the different types of apple).

In the severe outcome condition, participants were asked by the farmer to “estimate the chance of his daughter choosing an apple from a tree that bears fatally poisonous fruit (BLACK), if she were to randomly pick an apple from any of the trees in the orchard”. In the neutral outcome condition, participants were asked to estimate the chance of the daughter picking a sour and inedible apple. Probability estimates were made on a numerical scale from 0% (Absolutely Impossible) to 100% (Absolutely Certain) with 5 point increments. Participants responded by clicking on a radio button.
Results

As the experiment was conducted remotely using an internet experiment host, we followed Birnbaum (2004) and performed several basic checks prior to data analysis. All participants under the age of 18 were excluded (in line with the ethical guidelines of the British Psychological Society), data from the same Internet Protocol (IP) address were excluded (in order to guard against multiple entries from the same individual), and participants with demographic details that aroused suspicion of fabrication (e.g. an age entry of 99) were eliminated from subsequent analysis. In addition, we excluded participants who had obviously failed to understand the instructions in that they had provided estimates of the three, clearly distinct, levels of probability that deviated from their basic rank order. Participants who took longer then 15 minutes to complete such a basic task were also excluded, to ensure that people were estimating, and not counting the squares. Following these exclusions, 76 participants were included in the analysis, 43 in the severe outcome condition, and 33 in the neutral outcome condition.

A preliminary analysis was conducted to establish that the probability manipulation (i.e. the proportion of yellow cells in the display matrices) had in fact produced differentiated probability estimates. Collapsing across both outcome severity conditions, a significant main effect of probability in the expected direction was observed; F(2, 148) = 1003.6, p< .001. More importantly, Figure 2 displays these probability estimates, but split by outcome severity condition. At each level of the probability manipulation, the estimated proportion of yellow cells in the display matrices was higher in the severe outcome condition, producing an overall main effect of outcome severity, F(1, 74) = 9.88, p< .01. The probability x severity interaction was non significant, F(2, 148) = 1.606, p>.05.
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Figure 2: The effect of outcome utility on probability judgments. Error bars represent 95% confidence intervals.

Experiment 2

Finding a statistically significant effect of outcome severity on judgments of probability in such a minimal paradigm with a patently fictitious story of no personal relevance to participants was sufficiently surprising that we sought to replicate this result. Experiment 2 is a direct replication of Experiment 1 with a different set of participants.

Method

Participants

One hundred participants took part in Experiment 2. The experiment was conducted remotely using an internet host (iPsychExpts). Fifty-two female and forty-eight male participants with a mean age of 26 completed the experiment, in an average time of 2.56 minutes.

Design, Materials and Procedure

Experiment 2 was an exact methodological replication of Experiment 1. 

Results

The same basic checks were undertaken prior to analysis as were performed in Experiment 1. On this occasion however, data collection continued until there were 50 participants suitable for analysis, after exclusions, in each experimental group.

The results obtained were very similar to those obtained in Experiment 1. A main effect of probability, F(2, 196) = 1656.08, p< .001, indicated that the within-participants probability manipulation had been successful. Once again, the estimated proportion of yellow cells in the display matrices was higher in the severe outcome condition at all levels of the probability manipulation, producing an overall main effect of severity F(1, 98) = 4.07, p< .05. The probability x severity interaction was, again, non significant, F(2, 196) = .004, p>.05.
Discussion

Our results provide direct empirical evidence that event severity influences probability judgments. In a minimal experimental paradigm, we found that participants judged the probability of a negative outcome to be higher than that of a directly matched neutral outcome. The fact that both groups of participants in our experiments were presented with identical visual representations of the underlying probabilities, and differed only in the severity manipulation included in the cover story, enables us to infer with confidence that the differences in their probability estimates were attributable to that severity manipulation. 

That estimates of outcome severity and probability might interact is an idea with a long research history. However, this is, to our knowledge, the first direct test of this idea. The actual nature of the effect is also at odds with at least some of the potential evidence for severity-probability interactions that could be drawn from past research. In particular, the fact that negative outcomes give rise to higher estimates across the probability scale is incompatible with an alternative explanation of Kahneman and Tversky’s (1979) findings that “losses loom large” in terms of distorted probability estimates, as their findings would imply increased estimates only at low levels of probability, with lower estimates at all other levels. 

The most notable aspect of our results, however, must be that a systematic influence of severity on perceived probability could occur under such simple, well-defined conditions. In particular, participants have no personal stake in the probabilities they are providing, given that the story involves entirely fictitious third parties. Furthermore, there is a clear objective probability that is made available to participants. If a reliable and replicable effect of outcome utility on estimates of probability can be observed in such a reduced paradigm, there is reason to believe that influences of outcome severity on estimates of probability are pervasive and that they are likely to be considerably larger under conditions of emotional involvement as we might experience in day to day life. The immediate, practical importance of such effects mean that further investigations under more real-world circumstances are desirable. Given the fundamental importance of accurate probability judgment to our lives, such investigations should also include potential strategies to overcome this bias. 
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